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CA Technologies Product References

Contact CA

This document references the following CA Technologies products:
m  CA ARCserve® Backup

m  CA ARCserve® D2D

m  CA ARCserve® Replication and High Availability

m  CA ARCserve® Central Host-Based VM Backup

m  CA ARCserve® Central Protection Manager

m  CA ARCserve® Central Reporting

m  CA ARCserve® Central Virtual Standby

Contact CA Support

For your convenience, CA Technologies provides one site where you can access the
information that you need for your Home Office, Small Business, and Enterprise CA
Technologies products. At http://ca.com/support, you can access the following
resources:

m  Online and telephone contact information for technical assistance and customer
services

m  Information about user communities and forums
®  Product and documentation downloads
m  CA Support policies and guidelines

m  Other helpful resources appropriate for your product
Providing Feedback About Product Documentation

If you have comments or questions about CA Technologies product documentation, you
can send a message to techpubs@ca.com.

To provide feedback about CA Technologies product documentation, complete our
short customer survey which is available on the CA Support website at
http://ca.com/docs.



http://www.ca.com/support
mailto:techpubs@ca.com
http://ca.com/docs
http://ca.com/docs

Support Links for CA ARCserve Central Applications:

CA Support Online offers a rich set of resources for resolving your technical issues and
provides easy access to important product information. With CA Support, you have easy
access to trusted advice that is always available. The following links let you access the
various CA Support sites that are available:

m  Understanding your Support--The following link provides information about
maintenance programs and support offerings, including terms and conditions,
claims, service-level objectives (SLO), and service hours.

https://support.ca.com/prodinfo/centappssupportofferings

m  Registering for Support--The following link takes you to the CA Support Online
registration form which is used to activate your product support.

https://support.ca.com/prodinfo/supportregistration

m  Accessing Technical Support--The following link takes you to the One-Stop Product
Support page for CA ARCserve Central Applications.

https://support.ca.com/prodinfo/arccentapps
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Documentation Changes

The following documentation updates have been made since the last release of CA
ARCserve Central Virtual Standby:

Updated to include user feedback, enhancements, corrections, and other minor
changes to help improve the usability and understanding of the product or the
documentation itself.

Added Create a CA ARCserve Replication and High Availability Scenario for Remote
Virtual Standby (see page 17). This topic describes how to create CA ARCserve D2D
and CA ARCserve Central Host-Based VM Backup scenarios from CA ARCserve
Replication and High Availability when creating a Remote Virtual Standby Policy.

Added Import Nodes from CA ARCserve Replication (see page 39). This topic
describes how you can import multiple nodes from CA ARCserve Replication.

Added Configure Remote Converters (see page 39). This topic describes how you
can convert CA ARCserve D2D recovery points to automatically register them with
either Microsoft Hyper-V or VMware vCenter or ESXi.

Updated Create Policies to Create CA ARCserve Central Virtual Standby Policies (see
page 40). This topic now includes the two types of policies that you can create:
Local and Remote Virtual Standby Policies.

Updated Node Management Tasks (see page 61). This topic now includes the
Import Nodes from CA ARCserve Replication option.

Added Set Backup Passwords for One or More CA ARCserve D2D Nodes (see
page 63). This topic describes how to set one or more CA ARCserve D2D backup
passwords and have them transferred to the converter located on the MSP site.

Updated Edit or Copy Policies (see page 72). This topic now includes the two types
of policies you can choose from to edit or copy.

Updated View Logs (see page 79). This topic now includes the following Module
options: Pause/Resume Heartbeat, Pause/Resume Virtual Standby, Update Multiple
Nodes, Standby VM, and Import Nodes from CA ARCserve Replication.

Added Power On Virtual Standby Virtual Machines (see page 105). This section
describes the ability to power on the Virtual Standby virtual machine locally (see
page 105) and remotely (see page 112).

Added Managing the BMR Operations Menu (see page 140). This section describes
three types of BMR operations.

Updated Access Denied Errors Occur When Adding a Node by IP/Name (see
page 179). This topic now includes two solutions for disabling User Account Control
(VAC).

Added Exclude Files From Antivirus Scanning (see page 200). This topic describes
the files, folders, and processes to exclude before antivirus scanning.







Contents

Chapter 1: Introducing CA ARCserve Central Virtual Standby 11
[[ald e Yo [V o I PSSP 11
How CA ARCserve Central Virtual Standby WOTKS ........cociiiiiiiie ettt ere e e et eaae e e s treeeeas 12
CA ARCserve Central Applications BOOKSNEIf .........oouiiiiiiiiiee et 14
Chapter 2: Installing CA ARCserve Central Virtual Standby 15
Prerequisite INStAllation TaSKS .......c.coiiiiiiieiiee ettt sttt et e st s et e e bt e e saeeesae e e saneesneeesaneenees 15

Remote Virtual Standby Prerequisite Installation Tasks ........coocieiieiniiiiiii e 17
a1 1 ool @ s T Lo [=T =14 o) o - TSP PTR 24
Install CA ARCserve Central Virtual STaNdDY ...co..iiiiiiniiiiieiniee sttt sttt ste it e st e e saa e e saaessaeeesaseenanas 25
Uninstall CA ARCserve Central Virtual Standby......ooo ettt s e e e et e e s saaae e s snreeeens 27
Install CA ARCserve Central Virtual Standby SHENTIY.....ooo it e sare e s aaeeeeas 28
Uninstall CA ARCserve Central Virtual Standby SHENtIY ......coo i e 30
Chapter 3: Configure Virtual Standby Policies 33
DiISCOVET NOTES.....nieeeeeiiee ettt ettt ettt e sttt e e e bttt e s bt e e e e sab et e e e bt e e e saubteeesabeeeeaasbeeesnsbaessabeeeeannbaeesannaaeesasreaanns 33

Add Nodes by IP Address o NOGE NAMIE.......ccoiiuiiieeiiiie e ciee e ettt e eeite e e stbeeeestteeeseasaeeestreeeenstaeesessaasesssenenns 33

[[aaYoTeluall N oTe It i g o] oo IF- I o 1[N ER U PTURSR 34

Add Nodes from CA ARCserve Central Host-Based VIM BackUp SEIVErS........ccueevevieieieiieeesiieeeesiieeeeeeeeeseveeeen 36

Import Nodes from CA ARCSErve REPIICATION ...ccccviiiiiiieeeciiee ettt e e e e e s e e e e e e e snnneas 39
Create CA ARCserve Central Virtual Standby POICIES ......coocuuiiiiiiei et e e e e eaaareee s 40

Create Local Virtual Standby POLICY ........uieiii oottt e e e e e et e e e e e s e saabaer e e e e e e e nnnbraneeeens 40

Create Remote Virtual Standby POLICY ....ceiei it e et e e s e et e e e e e e e e s sabaaneeee s 46
Assign and Unassign NOAES t0 POLCIES .....eiiicuiiiiiiiiieceiiir ettt et e et e e s tee e e st e e e s sae e e ssaeee e e sasaeeeennnaeesnnneeas 51

[DL=T o] Lo SV 2] T =SS 53
Chapter 4: Getting Started With CA ARCserve Central Virtual Standby 55
Log in to CA ARCserve Central Virtual Standby .......ocueeeieiiii ettt eeare e st e et e e s snaae e e snreeaens 56
Specify the ESX Server or vCenter Server System for VMware-Based NOES..........ccceeeviuvieeeciiieeeiiee et 57
Chapter 5: Using CA ARCserve Central Virtual Standby 59
LOE IN tO CA ARCSEIVE D2D NOUES ..cuiviiiiiiiii ettt ettt ete e et e e sttt e e sttt e sabte e e sabbeeesaabeeesabbeessabbeeessabaeessanaaeesssaeanns 59
o) AT a R e N\ (o] a1 1 (o] Y=Y Y= o P PP PP PPNt 60
NOAE MaINTENANCE TASKS ..eieiiiiiiiiiieeiie ettt sttt st esat e e sa b e e s at e e sabeesateessbeebteesabeesateesatesnbeeesaseennees 61

UPAGEE NOGES ....eeeeeeiiei ettt e eee ettt e et e e et e e e st e e e s teeeeaasaeeessseeeeasteeeeasseeeeansseeeanssaeesanssaessnsseeeannsenesnnsens 61

Contents 7



Set Backup Passwords for One or More CA ARCSErVE D2D NOES ......cuueeeiriieeiriiiieiieeeesieeeseieee e sseeeessbeeeseanes 63

(D] = = LYo TP TRTSR 64
ReIEASE LICENSES FrOM NOGES .. ciiuiiiiiiiiiie ittt sttt ettt sttt e st e bt e st e s bee s abe e s sbte e beessate e bteesabeenseeesaseeneas 65
Stop Monitoring Nodes from the MONITOr SEIVET ........ccccuiii it sre e e e s er e e e aae e e sareeeens 66
Update Nodes and Policies After Changing the Host Name of the CA ARCserve Central Applications
=T =T OO PPPPPPPRRPIOE 67
Node Group ManagemENt TASKS......cccueiiiiiiie ittt ettt et e st e b e e eb et e saeessbe e e sabeesneeesaneenees 67
Fie [ o Te [l G o TN T o L P T PO TP PP PPPORUPPURPRTPS 68
MOIY NOGE GIrOUPS ... .eieueieiiieeteeiitte et st et e st e et e sttt e bt e sab et e bt e sabe e e bt e sabe e e bt e s beeesbe s beeebeesabeeennbesbeeesnneenees 69
[T = Lo LT € o TUT o 5SS 70
=T o oo [ €] o TU T o L3RS 71
Virtual Standby Policy ManagemeEnt TASKS ........eeiueeriieiieeniee ettt sttt sttt st e st e sabe e st e e sabeesabeesabeesanee s 72
EQit OF COPY POIICIES ..ttt ettt ettt et sb e b e s bt e e bt e s b et e bt e s beesbeesabeeesneeebeeesaneenees 72
(D= 1=y L oo Lol [T OO ORI 73
ApPPlication CoONfIGUIAtION TaSKS......uuiiieiiiieeciiee e sttt e eerte e e st e e e st e e e etaeeestbee e e ataeeeeasaeeesabseeeanssseseasssaeessseeeannsaeesnnseens 73
(0o T oY T ={U = 0 =T BT = A [ =SSP 74
Configure AULOMATIC UPAates.....ooiuiiiiiiiiieiiie ettt sttt st sbe e b e bt e sb e e e bt e sabaeesseesbeeenaeenane 75
Configure Social Networking Pref@renCes. ... ..o ittt et 77
Modify the AdMINISErator ACCOUNT .....ccuviiiiciiee ettt s e e et e e e e aae e e s bt eeeesataeeeeasaaesssbeeeeansseeeesraeesnnseeas 78
RV L=N Y o= £SO ORPRTPON 79
Add Links t0 the NaVIZation Bar.........cccciiiiiiiiiee ettt ettt e e e tte e e st e e e e tte e e e e baeeesabaeeeanstaeseeassaeessseeeannsaeessnseens 80
Virtual Standby HOME PAGE ......oiuiiiiieiii ettt ettt st e st e sa bt e sat e e st e e e st e e sabeesabeesabeesaseesaneesnneesn 81
How to Use the Virtual Standby SUMMary SCre@n ... ..ot 81
HOW t0 USE The SEIVEIS LISt ...ueeeiiiiiiieieiiit ettt ettt sttt ettt e e sttt e st e e st e e e sa bt e e s saabeeesaabeeessabbeeeeanbaeesaaseeas 82
View Summary Information about the Latest Virtual Standby JOD.........cccooiiiiiiiiiiiice e, 82
Monitor the Status of Virtual CoNVErsion JODS ........cc.eeiiiiiiiiiiieie et 84
View Virtual Standby Settings fOr SOUICE SEIVEIS........uiiiiiiie e cciee et cetee e see e eesre e s e e e sbae e e saaeaesnaeeeens 85
View the Recovery Point SNAPSNOTS LISt ...cccuuiiiiciiieeiiiieceiiie e siee s et e eeee e st e e et e e seaaae e e srreeeesnseeesnnnneeesnseeenns 85
CA ARCserve Central Virtual Standby Monitoring Tasks .....cc.uuiiiiieiiiiiciee e e e e e s 86
View Activity LOg Data @boUt JODS ..ot e e e e e e e e e s bt r e e e e e e sennnnaes 86
View Status Information About Virtual Standby Jobs from the Virtual Standby Server .........cccocoveeevieeevcieen. 89
View Information About Policies Assigned to CA ARCserve D2D NOUES........ccueeeeriieeieiieeesiieeeesineeesveeeesseveeeens 92
Pause and Resume Virtual Standby Jobs from the Virtual Standby Server.........cccocvvveciiiiiiiee e, 97
Pause and Resume Heartbeats from the Virtual Standby SEIrVer ..........cocoiiiiiiee e 99
Change Server CommuNiCation ProtOCO| .......iiii i e e et re e e e e s e s aabaaa e e e s e e ennnnaanaeeens 102
Chapter 6: Power On Virtual Standby Virtual Machines 105
How to Power On Local Virtual Standby Virtual Machings ............eeieiiiiiiiiiiec e 105
Power On Virtual Standby Virtual Machines from Recovery Point SNapshots ........cccceccvviiecierevciee e, 106
Protect Virtual Standby Virtual Machines After it is POWered On ........cccccviveciieeiciee e 110
How to Power On Remote Virtual Standby Virtual Machings...........ccoioiiiiiiii e 112

8 User Guide



Power On Remote Virtual Standby Virtual Machines from Recovery Point Snapshots........cccccovvveeinriereinnnen. 112

Protect Remote Virtual Standby Virtual Machines After it is Powered On.........ccoceeeveiriiiiiiieniieesee e 116
How the Application Determines the Quantity of NICs t0 POWEr ON .....ccccoeiviiriiiiiiieniiieniee st eiee e svee e 118
How to Protect Powered On Virtual Standby Virtual Machings ..........ccceveoiiiiiiiie e 120
Chapter 7: Restoring Data 123
Restore Data from CA ARCserve D2D RECOVEIY POINTS .....ciiicuiieiiiiieeeiee e ccite e steeeeite e e seare e e staeeeesataeesennnaeesnreeaans 124
Restore Data from CA ARCSErve D2D Fil@ COPIES ....ccoveeruieriieiiienieeeite st ettt sb e et s bt e beesab e s neesab e sneesane 129
Restore Data Using Find Files/FOIAErS 10 RESTOIE .....cc.eviiuiriiriieieieieie sttt sttt ettt st s sae s nes 134
Recovering Source Servers Using Bare Metal RECOVEIY ......c.cuiiiiiiriiiiiieiiieeee sttt sttt s saee e 138

Managing the BMR OPErations IMENU ......cccuiieeeciiieeiiieeeeciieeeeite e e sireeeestte e e esatteeestaeeeastaeessasseeesnssaseanssaessnnsses 140

Recover Source Servers Using Data from Hyper-V Virtual Standby Virtual Machines.........ccccceoevveieciirecnneen. 144

Recover Source Servers Using Data From VMware Virtual Standby Virtual Machines.........ccccocoveveeniiennennnne 150
Restore Microsoft EXChange EMail IMESSAZES .....eeeuieruiiiriieiiie ettt sttt sttt st ve e st s b e st e ebeesabeeesneesane 156
Chapter 8: Troubleshooting CA ARCserve Central Virtual Standby 163
Cannot Connect to Specified Server Messages Appear When Attempting to Add Nodes........cccccvevevcieeincinrevnnneen. 164
Blank Webpages Appear or JavasCript EFFOrS OCCUN ...cccuuiieiciieeeiiieeeeiieeeeetaeeestveeeesaseeeeessaessssessesssseesessssesnssesaans 166
How to Troubleshoot Page Loading ProbIEMIS ..........ueeiiiiii ettt e et e e s ta e e e e sata e e s eaaaee e snreeaens 168
Web Pages Do Not Load Properly When Logging in to CA ARCserve D2D Nodes and Monitoring Servers............. 169
Garbage Characters Appear in Browser Windows When Accessing CA ARCserve Central Applications ................. 170
CA ARCserve D2D Web Service Fails on CA ARCServe D2D NOES.......cccceeriiieieeriiienieesieeeieesiee e sreesreesveesnee s 171
The CA ARCserve D2D Web Service RUNS SIOWIY ...coii ittt e e e avare e e e e s s e annaae e e e e e eeeaes 174
CA ARCserve Central Virtual Standby Cannot Communicate with the CA ARCserve D2D Web Service on
REMOTE NOGES ... ettt ettt e ettt e e e s bttt e s ab e e e e sabteesaabbeeesaabteeesabbeeaaaabeeesaabaaesaabbeeeeanbaeesaasaeeesasseaenns 176
Certificate Error Appears When You Log In to the Application........cc..coiuiiieeciiii et 177
Invalid Credentials Message Appears When Adding NOGES .......cccuueiieiiiiiiiiiee e creee st e e e s aae e s sereeeeas 178
Invalid Credentials Messages 0N WINAOWS XP .....c.c.uiiiieiiiriiiiieeeiiieeeesieeeseeeeeestteeesssseeesssaeeessnsaeessssseeesesseesssnsseeenns 179
Access Denied Errors Occur when Adding a Node By IP/NGME ......cceeiiiiiiciiiciiciecteeereeete et st s eeve v eas 179
Nodes Do Not Appear on the Node Screen After Changing the Name of the Node..........cccccoociiieiiiiiiccciee e, 181
Operating System NOt FOUNT ErrOrs OCCUT .uuuiiiiiiiiiiiiiee e ettt e e e e ettt e e e e e e s e stata e e e e e s s esantaaeeesesesnstaaeeeeseesnnnsssnneeens 181
Virtual Standby Jobs t0 Hyper-V SYstems Fail..........coieiiiiioiee ettt see e e e e e s e e e snaeesennes 182
Virtual Standby JObs Fail DUE tO INtEINAl EFTOIS.......iiiiiiiiiceiieeesiteeeerie e e esiee e st e e e eate e e seaeeeessbaeeeesneeesnseeeesnsenasnnnes 182
Virtual Standby Jobs Fail Using the hotadd Transport MOAE.........ceieiiieiiiiiiiee et 185
Virtual Standby Jobs End with N0 Sessions Warning IMESSAgES. ....cuueeiieciuiiiiieeeieiiiiteeeeeeeseitreeeeeeeesesirsreeeeesseesaneees 186
Backup and Recovery Jobs Do Not Use the SAN Transport MOAE ........cccuuiiiieiiieiciiiiieee et e e eecrere e e e e e e eineees 187
Backup and Recovery Jobs Using the hotadd Transport Mode Cannot Mount Disks........ccccceccveeieiiiiicciee e, 188
TroubleshoOoting Error NUMDEIS .........uiiiiiiiieceiies e cieeee sttt e st e s eee e et e e e e aeae e e snaeeeesteeesansseeesnnseeeesnsseesannnneesnnseneans 189
Add New Tab Link Not Launching Properly for Internet Explorer 8,9, and Chrome .........ccccocveeeieiiiciiiieeeeee e 189

Add New Tab Link, RSS Feeds, and Social Networking Feedback Not Launching Properly on Internet
o Lo T T 23T o o I TP PSPPIt 191

Contents 9



Cannot Specify an Asterisk or Underscore as a Wildcard in Filter Fields Using Japanese Keyboards...................... 192

Virtual Machines Do Not Power On Automatically .......c..eeeiiiiiiiiiiiiiec e 192
CA ARCserve Central Virtual Standby Cannot Communicate With The NOdes .......cccceccvveeeeiiiieiciee e, 193
Error Preparing for Remote Conversion. Failed to Create VSS SNapshot........cccccveeeeiiiii e 193
Chapter 9: Applying Best Practices 195
How the Installation Process Affects Operating SYSTEMS ......ueiiiiiiieieiie e e s e e s eae e e snreeeeas 195

Binary Files Containing Incorrect File Version INformation..........c.ccooiieiiiiiiiiiienicececcee e 197

Binary Files that Do Not Contain an Embedded Manifest .........ccccceiiiiiiiiiiiiiieeeeee e 197

Binary Files that have a Privilege Level of Require Administrator in Manifest .........cccccveiirieniiiiiieniiecneene 198
Exclude Files from ANtiVIFUS SCANNING .....ccuuiiiiiiiee e ciiee ettt ettt e st e e e e rtte e e e etee e e sbbeeeeataeeeeasaaeeanbaeaeessaessessaeesnsreeaans 200
How CA ARCserve Central Virtual Standby LICENSING WOTKS........ccuiiiieiiiieciiee ettt e e e aae e e saree e 202
Glossary 205
Index 207

10 User Guide



Chapter 1: Introducing CA ARCserve Central
Virtual Standby

Introduction

This section contains the following topics:

Introduction (see page 11)
How CA ARCserve Central Virtual Standby Works (see page 12)
CA ARCserve Central Applications Bookshelf (see page 14)

CA ARCserve Central Applications combine core data protection and management
technologies with an ecosystem of targeted applications that work in unison to facilitate
on- and off-premises protection, copy, movement, and transformation of data across
global environments.

CA ARCserve Central Applications are easy to use, manage, and install. It provides
organizations with automated control of their information to make educated decisions
about the access, availability, and security of their data, based on the overall business
value.

Among the applications offered by CA ARCserve Central Applications is CA ARCserve
Central Virtual Standby. CA ARCserve Central Virtual Standby integrates with CA
ARCserve D2D and lets you provision virtual machines from CA ARCserve D2D backup
sessions. The application lets you do the following:

m  Convert CA ARCserve D2D recovery points that are stored on the CA ARCserve D2D
destination devices to VMware Virtual Disk (VMDK) or Microsoft Virtual Hard Disk
(VHD) formats based on a schedule. From the recovery point snapshots you can
allow the virtual machines to function as CA ARCserve D2D source servers in the
event that your source servers fail.

m  Push conversion policies to CA ARCserve D2D source servers.

m  Store recovery point snapshots on VMware ESX Server-based or Windows
Hyper-V-based virtual machines.

m  Power on virtual machines manually or automatically if an emergency situation
occurs.

m  Recover data from recovery point snapshots to the original or alternate source
servers (V2P recoveries).

Chapter 1: Introducing CA ARCserve Central Virtual Standby 11



How CA ARCserve Central Virtual Standby Works

How CA ARCserve Central Virtual Standby Works

Virtual Standby lets you protect the CA ARCserve D2D source servers functioning in your
environment by doing the following:

m  Convert CA ARCserve D2D recovery points that are stored on the CA ARCserve D2D
destination devices to VMware Virtual Disk (VMDK) or Microsoft Virtual Hard Disk
(VHD) formats based on a schedule.

m  Copy the converted data to a hypervisor system.
m  Create recovery point snapshots from the virtual machine VMDK or VHD data.
®m  Monitor the health of the source server.

m  Power on virtual machines automatically from the recovery point snapshots upon
detection of an emergency.

Note: Virtual Standby can be configured to power on recovery point snapshots
automatically or manually when a problem occurs.

m  Recover the data from the virtual machine to the source server, after you correct
the problems on the source server.
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How CA ARCserve Central Virtual Standby Works

The following diagram illustrates this process:

CA ARCserve
D2D Destination

Virtual Standby
application

Monitor Server

CA ARCserve D2D (1) creates recovery points on the CA ARCserve D2D destination
device (2) for the source servers. Virtual Standby converts the recovery points to virtual
machine format (3) and stores the data as recovery point snapshots on the hypervisor
system (4).

The monitor server (6) monitors the health of source servers. If the monitor server
cannot detect a heartbeat (5) from a source server (8), the monitor server powers on a
thin-provisioned virtual machine (7) on the hypervisor system (4) to function as the
source server using data contained in the most recent Recovery Point Snapshot. CA
ARCserve Central Virtual Standby creates a virtual machine partition that is the same
size as the source server.
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CA ARCserve Central Applications Bookshelf

After you correct the problems on the source server, you can recover the source server
(8) to its current state using the data (7) that is stored in the VM on the hypervisor
system.

Note: If you want to back up the virtual machine after it is powered on, you can deploy
a CA ARCserve D2D backup policy to the virtual machine using CA ARCserve Central
Protection Manager.

CA ARCserve Central Applications Bookshelf

The topics contained in the CA ARCserve Central Applications Help system are also
available as a User Guide in PDF format. The latest PDF version of this guide and Help
System can be accessed from the CA ARCserve Central Applications Bookshelf.

The CA ARCserve Central Applications Release Notes files contain information relating to
system requirements, operating system support, application recovery support, and
other information you may need to know before installing this product. In addition, the
Release Notes files contain a list of known issues that you should be aware of before
you use CA ARCserve Central Applications. The latest version of the Release Notes can
be accessed from the CA ARCserve Central Applications Bookshelf.
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Chapter 2: Installing CA ARCserve Central
Virtual Standby

This section contains the following topics:

Prerequisite Installation Tasks (see page 15)

Installation Considerations (see page 24)

Install CA ARCserve Central Virtual Standby (see page 25)

Uninstall CA ARCserve Central Virtual Standby (see page 27)

Install CA ARCserve Central Virtual Standby Silently (see page 28)
Uninstall CA ARCserve Central Virtual Standby Silently (see page 30)

Prerequisite Installation Tasks

Before you install CA ARCserve Central Virtual Standby, complete the following
prerequisite tasks:

m  Verify that the latest supported release of CA ARCserve D2D is installed on the
following:

— The source servers that you want to protect
— The server that you designate to store recovery point snapshots

Note: This requirement applies to only to Hyper-V servers that are configured
to monitor the health of nodes (physical or virtual machine), and to store the
recovery point snapshots for the nodes.

- The server that you designate to monitor the source servers

Note: If you installed CA ARCserve Central Protection Manager in your production
environment, you can install CA ARCserve D2D on remote nodes using D2D
Deployment. For more information, see the CA ARCserve Central Protection
Manager User Guide.

m  |n Hyper-V environments, verify that CA ARCserve D2D is installed on the Hyper-V
host system. In Hyper-V environments, Hyper-V host systems function as the
storage location for recovery point snapshots and as the monitor server.

m  |n VMware environments, verify that CA ARCserve D2D is installed on the proxy
system.

Note: In VMware environments, the target ESX Server data store functions as the
storage location for recovery point snapshots. The proxy system can optionally
function as the monitor server.
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Prerequisite Installation Tasks

Review the Release Notes file. The Release Notes file contains a description of
system requirements, supported operating systems, and a list of issues that are
known to exist with this release.

Verify that your system meets the minimum software and hardware requirements
that are required to install CA ARCserve Central Virtual Standby.

Verify that your Windows account has administrator privileges or any other equal
privileges to install software on the computers where you plan to install CA
ARCserve Central Virtual Standby.

Verify that your account has VMware vCenter or ESX Server administrative
privileges and Windows administrative privileges. The account requires the Global
License role on the vCenter Server system or ESX Server system to allow VDDK
operations to complete successfully.

Verify that you have the user names and passwords of the computers where you
are installing CA ARCserve Central Virtual Standby in your possession.

Verify that you have the host names or IP address of the computers that you want
to monitor the source computers in your possession.

Verify that you have the host names or IP address of the computers where you
want to store recovery point snapshots in your possession.

Verify that you have all the licenses that are required to install CA ARCserve Central
Virtual Standby available to you.

Verify that the CA ARCserve D2D release number is the same release number as CA
ARCserve Central Virtual Standby.

CA ARCserve Central Applications lets you install CA ARCserve D2D and upgrade the
previous version to the latest version on remote nodes using the Deploy utility. To
back up data on the remote nodes using the latest version of CA ARCserve D2D, you
must obtain the latest version of CA ARCserve D2D licenses and apply the licenses
on the nodes. If you do not apply the licenses within 31 days of the date that you
installed or upgraded on the nodes, CA ARCserve D2D stops working.
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Remote Virtual Standby Prerequisite Installation Tasks

Remote Virtual Standby lets you create virtual standby virtual machines from replicated
CA ARCserve D2D and CA ARCserve Central Host-Based VM Backup sessions.

Before you use Virtual Standby to create virtual standby virtual machines of replicated
CA ARCserve D2D sessions, complete the prerequisite tasks in the following order:

1.

Install CA ARCserve Replication and High Availability. See the CA ARCserve
Replication and High Availability User Guide for more details.

Important! A license is required to run CA ARCserve Replication and High
Availability when performing a Remote Virtual Standby.

Configure CA ARCserve D2D, CA ARCserve Central Host-Based VM Backup, or both
to create recovery points. For more details, see the CA ARCserve D2D User Guide or
the CA ARCserve Central Host-Based VM Backup User Guide.

Create a replication scenario that copies the recovery points to a remote location.
For more details, see Create a CA ARCserve Replication and High Availability
Scenario for Remote Virtual Standby (see page 17).

Create a CA ARCserve Replication and High Availability Scenario for Remote Virtual Standby

Virtual Standby lets you create CA ARCserve Replication and High Availability scenarios
to copy recovery points to a remote location.

Follow these steps:

1.

Open CA ARCserve Replication and High Availability Manager. From the Scenario
menu, click New or click the New button on the Standard toolbar.

The Welcome screen of the Scenario Creation Wizard is displayed.

Select Create a New Scenario.
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The Select Server and Product Type screen opens.

Select Server and Product Type

Select a licenzed server type, product type and a required tazk below. If the desired option iz not listed, pleaze do one of the fallowing:
If you have an appropriate license key, exit the wizard by clicking Cancel and then click Help, Register.
If you do not have an appropriate license key and pou are interested in obtaining one, please contact your oftware provider.

Select Server Type

File Server

Microsoft Exchange Server

4 Oracle Database

Microsoft SQAL Server

f! Microsoft 115 Server

& CAARCserve RHA Control Service
& Microzoft Hyper-V

Microsoft SharePaint Server
“Mware vCenter Server

i Microsoft Dynamics CRM Server
g Full System
@ Custom Application

B arcsenve p20
E ARCserve Central Host-Based WM Backup

Select Product Type

® Replication and D ata Recovery Scenario [DR)

High Awailability S cenario [H)

Content Digtribution S cenariolC0)

Integrity Testing for Azsured Recavery [AR)

Integration Options
® Mone

ARCzerve Backup

|| Mext || Finish | Cancel

3.

Select the following options and click Next.

a. Server Type: ARCserve Central Host-Based VM Backup.

Note: The following processes also applies to ARCserve D2D.

b. Product Type: Replication and Data Recovery Scenario (DR).

c. Integration Options: None.
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The ARCserve Central Host-Based VM Backup server credentials dialog opens.

ARCserve Central Host-Based VM Backup server configuration and user

credential:

[ <IP address> ‘

localhostadministrator |

|

@ HTTP
| 8015

Enter the Central Host-Based VM Backup server credentials and click OK. The server
name is populated based on what was specified in step 3.

The ARCserve Central Host-Based VM Backup Destination Host and Virtual Machine
Selection screen opens.

Note: This screen is not available for a CA ARCserve D2D scenario and only unique
to a CA ARCserve Central Host-Based VM Backup scenario.

@ Scenario Creation Wizard L

ARCserve RHA

lnchnotgies MANAGET

+ Welcome

« Product Type

« Scenario Setup
P Backup Destination Host
Hosts
Engine Verfication
Master Directories
Replica Directories
Scenario Properties
Hosts Properties

Run Scenario

Ll

ARCserve

Machines.

Select the ARCserve Central Host-Based VM Backup Destination Host for the candidate Master Server, according to the discovered Virtual

Central Host-Based VM Backup Destination Host and Virtual Machine Selection

[ O

&) <hostname 2>

|\MuHMachheNa'ne
[ Bmi1>
M Bz
o

vCenter/ESX
<IP address>
<IP address>
<IP address>

Palicy Name
<Policy 1>
<Policy 1>
<Policy 2>

Proxy Name
<IP address>
<IP address>
<IP address>

4]
[¥ Include Newly Created Virtusl Machines
Check Al Uncheck Al |

Eack | et Finish Cancel
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CA ARCserve Replication and High Availability connects to the CA ARCserve Central
Host-Based VM Backup server to get the policy and display backup destination
hosts and its virtual machines.

5. Select the hostname and select virtual machines that you want to protect.

Include Newly Created Virtual Machines: Specifies that all sub folders in the main
host backup folder are replicated when you run this scenario. Any newly created
VM backup folders are also replicated. Only the folders for unchecked VMs are
excluded. Those folders are marked as excluded folders. If you do not select this
option, only the selected backup folders are replicated.

The backup files of the selected virtual machines are replicated when you run this
scenario. These are the backup files that are created by CA ARCserve D2D.

6. Enter the following Master and Replica details:
Scenario Name: Accept the default name or enter a unique name.
Master Hostname/IP: Automatically populated based your hostname selection.

Replica Hostname/IP: Enter the host name or IP address of the Replica server. This
server is the target server. Use the Browse button to search for a replica server.

Port: Accept the default port number (25000) or enter new port numbers for the
Master and Replica.

(Optional) Verify CA ARCserve RHA Engine on Hosts: Select this option to verify
whether the Engines are installed and running on the specified Master and Replica
hosts.

&) Scenario Creation Wizard =1olx|

m ARCserve RHA Master and Replica Hosts
" . Manager
Enter the hostname or IP address for both the Master (source) and Replica ftarget) hosts.
If the scenario will involve more than one Replica, add one Replica now, and manually add the other Replicas in the Scenario pane once
you completed the wizard steps
« Welcome

4 Product Type

& Scenario Setup Scenario Name: | FileServer 4
4 Backup Destination Host
P Hosts Master Hostname/IP [ <IP address> Port | 25000
Engine Verification
Master Directories Replica Hosthame/IP | Paort | 25000
Replica Directories . p
Scenario Properties I Replicate to Cloud

Hosts Properties
Scenario Verification I Assessment Mode
Run Scenario
vV Veiify CA ARCserve RHA Engine on Hosts

Back | NN | Einish | Cancel
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Click Next.

The Engine Verification screen opens.

The Hosts Verification screen opens if you enabled the option, Verify the CA
ARCserve RHA Engine on Hosts. The software verifies the existence and connectivity
of the Master and Replica hosts specified on the previous screen.

Click Next.

The Master Root Directories screen opens.
=10/

[ ARCserve RHA
Lechnotgies M@NAger

« Welcome

« Product Type

' Scenario Setup
' Backup Destination Host
& Hosts
P Master Directories
Replica Directories
Scenario Properties
Hosts Properties

Scenario Verification

Run Scenario

Master Root Directories

Choose the Root Directories on the Master host to be replicated, by selecting their check boxes.
To exclude content from being replicated, clear the sub-directory or file check box.
Use the File Fiter to include or exclude files by entering wildcard characters (e.g. “tmp), and clicking Apply.

File Filter
’7(‘ Nofiter ¢ Includefies (' Exclude files
I

“ vl *mrg Apply
5 Focs
[T C/ [ < E/
B-F < E/

[~ SRECYCLEBIN
=-7 & HBBUBackUp
V2 23x86-r2sp2-1@ <IP Address>

Directories | Fiter
EI2) Directories Exclude files: *.vvl *mrg
[E:/HBBUBackUp/2k2x86+2sp2-1@"<IP Address>

Back I Next I Einish | Cancel I . ‘

The RHA engine discovers the backup folders of the selected virtual machines.
These backup folders are automatically selected.

Note: These folders are the backup folders that are created by CA ARCserve D2D.
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When you select Include Newly Created Virtual Machines in the "ARCserve Central
Host-Based VM Backup Destination and Virtual Machine Selection" screen, the main
backup folder is selected for replication and the excluded folders are listed in the

filter pane.
=T

ARCserve RHA

. Manager

+ Welcome
+ Product Type
+ Scenario Setup
« Backup Destination Host

Master Root Directories

Choose the Root Directories on the Master host to be replicated, by selecting their check boxes.
To exclude content from being replicated, clear the sub-directory or file check box.

Use the File Fiter to include or exclude files by entering wildcard characters (g.g. “tmp), and clicking Apply.

File Fiter

" Nofiter ¢ Includefiles @ Exclude files

ey Appl
 Hoss Fi*mo e |
P Master Directories N CesC/
i Desctoien [ C/ [ <o E/
e g 4 B E/
preobinetes [~ SRECYCLEBIN
Hosts Properties FO
Scenario Verification
Run Scenario
Directories Fitter
I3 Directories Exclude files: *.vvl *mrg
EIEDE:/d2dbackup/New folder Excluded files/directories
138 Excluded files/directories
32 win20082-1@ <IP address 1>
22 win2012-6@ <IP address 2>
| - = - Back. I Next I Finish | Cancel | Lk 3
9. Click Next.

The Replica Root Directories screen opens.

10. Accept the default and click Next.

The Scenario Properties screen opens.
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11. Configure the properties that affect the entire scenario. For this example, simply
accept the defaults. These properties can also be configured outside of the Wizard.
For more information about configuring scenario properties, see Configure Scenario

12.

13.

Properties.

Click Next.

The Master and Replica Properties screen opens.

Master and Replica Properties

The Master and Repica properbes are configured here. You can also configure these properties after the completion of the wzard steps
The recommended defaul values are akeady ksted Belore changng these values, please refer to the CA ARCserve RHA Admmsstrabon

Gude.
Master Properties Value l Replica Properties Value

Sia Host Connection Eaﬂoﬁ Connection
=@ Replication # @ Replication

Spool ! Eﬁ@ Spool

@ Max Spool Size (MB) Unlimited 33@ Recovery

(8] Min Disk Free Size (MB) 1024 @QVolume Snapshots Manage...

(8 spool Directory INSTALLOIR}m... | #@)Scheduled Tasks
(ﬁa Event Notification Eﬁa Event Notification
&ZQ Reports &QRapoﬂt

Back

et |

gsh | concel |

Configure the properties that are related to either the Master or Replica hosts. For
this example, simply accept the defaults. For more information about how to
configure master and replica properties, see Configure Master or Replica Server

Properties.

Note: Select a different drive for spooling on the Master properties so the default
Spool location (C:) does not fill up your local drive. (recommended)
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14. Click Next.
The Scenario Verification screen opens.

The software validates the new scenario and verifies the parameters for a
successful replication. After the verification completes, the screen opens, displaying
any problems and warnings. The software permits you to continue even if warnings
are displayed. Resolve any warnings if necessary.

15. Click Next when all errors and warnings are resolved.
The Scenario Run screen opens.

16. Select Finish.

The CA ARCserve Replication and High Availability scenario is successfully created. Now
you can run this scenario and back up virtual machine files that are created by CA
ARCserve D2D.

Important! It is recommended that you consult the Event Console to verify that the
initial data synchronization has completed otherwise the backup jobs fail.

Installation Considerations

Before you install CA ARCserve Central Virtual Standby, review the following installation
considerations:

m  The CA ARCserve Central Applications installation package installs a module named
CA ARCserve Central Applications Server. The server is a module that is common to
all applications. The module contains the web service, binaries, and configurations
that let the application communicate with each other.

When you install the application, the installation package installs the CA ARCserve
Central Applications Server module before installing the product components. If it
becomes necessary to apply a patch to the application, the patch updates the
module before updating the product components.
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CA ARCserve D2D installs VMware Virtual Disk Development Kit (VDDK) on all
computers where you install CA ARCserve D2D. You do not need to download and
install VDDK on your Virtual Standby proxy systems.

If you want to use a different version of VDDK, download and install VDDK and then
modify the value of the VDDKDirectory registry located at
HKEY_LOCAL_MACHINE\SOFTWARE\CA\CA ARCSERVE D2D to the installation folder
where the new VDDK is installed.

The default location for VDDK is as follows:
— x64 Operating System
c:\Program Files (x86)\VMware\VMware Virtual Disk Development Kit

Note: Unzip the VDDK64.zip file from the VDDK installation directory to the
VDDK64 folder.

For example, c:\Program Files (x86)\VMware\VMware Virtual Disk
Development Kit\VDDK64

— x86 Operating System
c:\Program Files\VMware\VMware Virtual Disk Development Kit

CA ARCserve Central Virtual Standby does not support creating virtual disk images
on compressed volumes and volumes that are encrypted by the file system.

Note: This limitation applies to only Hyper-V hypervisors.

CA ARCserve Central Virtual Standby does not support protecting VMware virtual
machines that are named using JIS2004 Unicode characters.

CA ARCserve Central Virtual Standby does not support protecting virtual machines
that have a disk size that is greater than two terabytes.

Install CA ARCserve Central Virtual Standby

The installation wizard helps guide you through the process of installing one or more CA
ARCserve Central Applications.

Note: Before you install an application, review the Release Notes file and verify that all
of the tasks described in Prerequisite Tasks are complete.

To install CA ARCserve Central Virtual Standby

1.

Download the CA ARCserve Central Applications installation package to the
computer where you want to install the application, and then double-click the
Setup file.

The installation package extracts its contents to your computer and then the
Prerequisite Components dialog opens.
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Click Install on the Prerequisites Components dialog.

Note: The Prerequisite Components dialog opens only if Setup does not detect that
the required prerequisite components are installed on your computer.

After Setup installs the prerequisite components, the License Agreement dialog
opens.

Complete the required options on the License Agreement dialog and click Next.
The Configuration dialog opens.

On the Configuration dialog, complete the following:

m  Components--Specify the applications that you want to install.

Note: If you are installing this application using the suite installation package,
you can install multiple applications.

m Location--Accept the default installation location or click Browse to specify an
alternative installation location. The default location is as follows:

C:\Program Files\CA\ARCserve Central Applications

m  Disk Information-- Verify that your hard drive has sufficient free disk space to
install the applications.

m  Windows Administrator Name--Specify the user name of the Windows
Administrator account using the following syntax:

Domain\User Name
m  Password--Specify the password for the user account.

m  Specify Port Number--Specify the port number that you want to use to
communicate with the web-based user interface. As a best practice, you should
accept the default port number. The default port number is as follows:

8015

Note: If you want to specify an alternative port number, the available port
numbers are from 1024 through 65535. Before you specify an alternative port
number, verify that the specified port number is free and available for use.
Setup prevents you from installing the application using a port that is not
available for use.

m  Use HTTPS for web communication--Specify to use HTTPS communication for
data transmission. By default, this is not selected.

Note: HTTPS (secure) communication provides a higher level of security than
HTTP communication. HTTPS is recommended communication protocol if you
transmit confidential information in your network.
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m  Allow Setup to register CA ARCserve Central Applications services and
programs to the Windows Firewall as exceptions--Verify that the check box
next to this option is selected. Firewall exceptions are required if you want to
configure and manage CA ARCserve Central Applications from remote
computers.

Note: For local users, you do not need to register firewall exceptions.
Click Next.
The installation process executes.
After the installation process completes, the Installation Report dialog opens.

The Installation Report dialog summarizes the installation. If you want to check for
updates to the application now, click Check for updates and then click Finish.

The application is installed.

Uninstall CA ARCserve Central Virtual Standby

You can uninstall the application using Programs and Features located in Windows
Control Panel.

Follow these steps:

1.

From the Windows Start menu, click Start and click Control Panel.
Windows Control Panel opens.

From Windows Control Panel, click the drop-down list next to View by and then
click Large icons or Small icons.

The icons for the Windows Control Panel applications appear in a grid layout.
Click Programs and Features.

The Uninstall or change a program window opens.

Locate and click the application that you want to uninstall.

Right-click the application and click Uninstall on the pop-up menu.

Follow the on-screen instructions to uninstall the application.

The application is uninstalled.
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Install CA ARCserve Central Virtual Standby Silently

CA ARCserve Central Applications lets you install CA ARCserve Central Virtual Standby
silently. A silent installation eliminates the need for user interaction. The following steps
describe how to install the application using Windows Command Line.

To install CA ARCserve Central Virtual Standby silently

1. Open the Windows Command Line on the computer where you want to start the
silent installation process.

2. Download the CA ARCserve Central Applications self-extracting installation package
to your computer.

Start the silent installation process using the following Command Line syntax:

"CA ARCserve Central Applications Setup.exe" /s /v"/q -Path:<INSTALLDIR>
-Port:<PORT> -U:<UserName> -P:<Password> -Products:<ProductList>"

Usage:
s

Lets you run the executable file package in silent mode.
Lets you specify additional command line options.

Lets you install the application in silent mode.
-Path:<INSTALLDIR>

(Optional) Lets you specify the target installation path.

Example:

-Path:\"C:\Program Files\CA\ARCserve Central Applications\"

Note: If the value for INSTALLDIR contains a space, enclose the path with
backslashes and quotation marks. Additionally, the path cannot end with a
backslash character.

-Port:<PORT>
(Optional) Lets you specify the port number for communication.
Example:
-Port:8015
-U:<UserName>
Lets you specify the user name to use to install and run the application.

Note: The user name must be an administrative account or an account with
administrative privileges.
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-P:<Password>
Lets you specify the password for UserName.
-Products:<ProductList>

(Optional) Lets you specify CA ARCserve Central Applications to install silently.
If you do not specify a value for this argument, the silent installation process
installs all components of CA ARCserve Central Applications.

CA ARCserve Central Host-Based VM Backup
VSPHEREX64

CA ARCserve Central Protection Manager
CMX64

CA ARCserve Central Reporting
REPORTINGX64

CA ARCserve Central Virtual Standby
VCMX64

All CA ARCserve Central Applications
ALL

Note: The following examples describe the syntax that is required to install
one, two, three, or all CA ARCserve Central Applications silently:

-Products: CMX64

-Products: CMX64, VCMX64

-Products: CMX64, VCMX64 , REPORTINGX64
-Products:ALL

The application is installed silently.
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Uninstall CA ARCserve Central Virtual Standby Silently

CA ARCserve Central Applications lets you uninstall CA ARCserve Central Virtual Standby
silently. A silent installation eliminates the need for user interaction. The following steps
describe how to uninstall the application using Windows Command Line.

Follow these steps:

1.

Log in to the computer where you want to uninstall the application.

Note: You must log in using an administrative account or an account with
administrative privileges.

Open the Windows Command Line and execute the following command to start the
silent uninstallation process:

<INSTALLDIR>%\Setup\uninstall.exe /q /p <ProductCode>
Or,
<INSTALLDIR>%\Setup\uninstall.exe /q /ALL

Example: The following syntax lets you uninstall CA ARCserve Central Virtual
Standby silently.

"%sProgramFiles%\CA\ARCserve Central Applications\Setup\uninstall.exe" /q /p
{CAED4835-964B-484B-A395-E2DF12E6F73D}

30 User Guide



Uninstall CA ARCserve Central Virtual Standby Silently

Usage:
<INSTALLDIR>
Lets you specify the directory where the application is installed.

Note: Execute the syntax that corresponds with the architecture of the
operating system on the computer.

<ProductCode>
Lets you specify the application to uninstall silently.

Note: The silent uninstallation process lets you install one or more CA ARCserve
Central Applications. Use the following product codes to uninstall CA ARCserve
Central Applications silently:

CA ARCserve Central Host-Based VM Backup
{CAED49D3-0D3C-4C59-9D99-33AFAF0C7126}
CA ARCserve Central Protection Manager
{CAEDOSFE-D895-4FD5-B964-001928BD2D62}
CA ARCserve Central Reporting
{CAED8DA9-D9A8-4F63-8689-B34DEEEEC542}
CA ARCserve Central Virtual Standby
{CAED4835-964B-484B-A395-E2DF12E6F73D}

The application is uninstalled silently.
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Chapter 3: Configure Virtual Standby
Policies

This section contains the following topics:

Discover Nodes (see page 33)
Create CA ARCserve Central Virtual Standby Policies (see page 40)
Assign and Unassign Nodes to Policies (see page 51)

Discover Nodes

CA ARCserve Central Virtual Standby lets you use several methods to discover or add
nodes:

Local Policy:

m  Add nodes by IP address or node name (see page 33)

m  |mport nodes from a file (see page 34)

m  Add nodes from CA ARCserve Central Host-Based VM Backup servers (see page 36)

Remote Policy:

m  |mport nodes from CA ARCserve Replication and High Availability (see page 39)

Add Nodes by IP Address or Node Name

Virtual Standby lets you add nodes based on the IP address or the node name. Add the
CA ARCserve D2D source nodes that you want to protect.

Note: This option only applies to local virtual standby policies.

To add nodes by IP address or node name
1. From the home page, select Node on the Navigation bar.
The Node screen displays.

2. From the Node toolbar, click Add, and then click Add Node by IP/Name on the
pop-up menu.

The Add Node by IP/Name dialog opens.
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3. Complete the following fields on the Add Node by IP/Name dialog:
m  IP/Node Name--Lets you specify the IP address or the name of the node.
m  Description--Lets you specify a description for the node.

m  Username--Lets you specify the user name that is required to log in to the
node.

m  Password--Lets you specify the password that is required to log in to the node.
Click OK.
4. (Optional) If the newly added node does not appear in the nodes list, click Refresh

on the Node toolbar.

The Add Node by IP/Name dialog closes and the node is added.

Import Nodes from a File

CA ARCserve Central Virtual Standby lets you import multiple nodes from a file. You can
import nodes from a comma-separated values text file (.txt) or a spread sheet (.CSV).

The application lets you import up to 100 nodes from a file. If the file contains more
than 100 nodes, the application imports only the first 100 nodes. If you need to add
more than 100 nodes, import 100 using a file and then add the remaining nodes
manually.

Note: This option only applies to local virtual standby policies. For information about
how to add nodes manually, see Add Nodes by IP Address or Node Name (see page 33).

To import nodes from a file

1. Login to the application.
From the Navigation Bar on the home page, select Node.
The Node screen displays.

2. From the Node toolbar, click Add, and then click Import Nodes from file on the
pop-up menu.

The Select Nodes dialog opens.
3. Click Browse to specify the file that contains the nodes that you want to import.

Note: You can specify a comma separate values (CSV) file or a text file that contains
comma-separated values.

Click Upload.

The Node Names and the corresponding User Names appear on the dialog.
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4. Click Next.
The Node Credentials dialog opens.

If the User Names and Passwords provided are correct, a green checkmark appears
in the Verified field. If the User Names and Passwords provided are not correct, a
red exclamation point appears in the Verified field.

5. Do one of the following:

m To add the nodes, verify that all user names and passwords are correct. To
change the credentials for a specific node, click the Node Name field.

The Validate Credential dialog opens.
Complete the required fields on the Validate Credential dialog and click OK.

m  To apply a global user name and password to all nodes, complete User Name
and Password fields and click Apply to Selected.

The global user name and password is applied to all nodes.

Click Finish.

The nodes are added.
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Add Nodes from CA ARCserve Central Host-Based VM Backup Servers

CA ARCserve Central Host-Based VM Backup is an application that lets you back up
virtual machines using one instance of CA ARCserve D2D that is installed on a backup
proxy server. CA ARCserve Central Virtual Standby lets you add the nodes that CA
ARCserve Central Host-Based VM Backup servers are protecting so that you can create
recovery point snapshots for the nodes. The virtual machines must have CA ARCserve
D2D policies assigned, and the policies were assigned using CA ARCserve Central
Host-Based VM Backup.

Be aware of the following:

m  This option only applies to local virtual standby policies.

m  CA ARCserve Central Virtual Standby lets you use several methods to add nodes:
- Add nodes manually
- Add nodes from a text file
- Add nodes from CA ARCserve Central Host-Based VM Backup servers

CA ARCserve Central Virtual Standby lets you apply policies directly to nodes,
whereas with CA ARCserve Central Host-Based VM Backup, you apply policies to
backup proxy servers. This behavior continues after you add nodes from CA
ARCserve Central Host-Based VM Backup servers.

Note: For information about assigning CA ARCserve D2D policies to virtual machine
nodes, see the CA ARCserve Central Host-Based VM Backup User Guide.

m  Virtual Standby cannot power on recovery point snapshots for nodes that were
added from CA ARCserve Central Host-Based VM Backup servers automatically.
However, you can power on recovery point snapshots for nodes that were added
from CA ARCserve Central Host-Based VM Backup servers manually.

Follow these steps:

1. Login to the application.

From the Navigation Bar on the home page, select Node.
The Node screen displays.

2. From the Node category, click Add, and then click Add virtual machine from the CA
ARCserve Central Host-Based VM Backup server on the pop-up menu.

The Add virtual machine from CA ARCserve Central Host-Based VM Backup server
dialog opens.
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Complete the following fields on the Add VM from CA ARCserve Central Host-Based
VM Backup server dialog:

m  Machine Name--Lets you specify the IP address or the host name of the CA
ARCserve Central Host-Based VM Backup server.

m  User Name--Lets you specify the user name that is required to log in to the CA
ARCserve Central Host-Based VM Backup server.

m  Password--Lets you specify the password that is required to log in to the CA
ARCserve Central Host-Based VM Backup server.

m  Port--Lets you specify the port number that you want the application to use to
communicate with the CA ARCserve Central Host-Based VM Backup server.

m  Use HTTPS--Lets you specify to use secure HTTPS communication.

Click OK.

One of the following events occurs:

If this is the first time that you are importing nodes from this ESX Server
system, Virtual Standby imports all of the virtual machines that contain a CA
ARCserve Central Host-Based VM Backup policy assignment. After the import
process is complete, you can verify the nodes on the Nodes screen.

If this is not the first time that you are importing nodes from this ESX Server
system, the Add VM from CA ARCserve Central Host-Based VM Backup server
dialog provides you with a list of nodes that were imported previously. A dialog
then appears that asks if you want to overwrite the information for the
previously imported nodes.

If the application does not detect new nodes, the Add VM from CA ARCserve
Central Host-Based VM Backup server dialog closes. A message then appears
that indicates no nodes were imported.
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4.

5.

Do one of the following actions:

To add the newly detected nodes and overwrite the previously detected
nodes: Click the check box next to the nodes that are detected as imported
previously and then click OK.

The application adds the newly detected nodes and overwrites the previously
detected nodes. The application overwrites only the status and the credentials
that were applied to the previously detected nodes.

To add only the newly detected nodes (do not import and overwrite the
previously detected nodes): Do not click the check box next to the nodes that
are detected as imported previously and then click OK.

The application adds only the newly detected nodes. The application does not
overwrite the previously detected nodes.

To exit without adding newly detected nodes and previously detected nodes:
Click Cancel.

The application does not add nodes.

(Optional) Click Refresh on the toolbar to verify that all of the newly added nodes
appear in the nodes list.

The nodes are added.

Note: When CA ARCserve D2D information is updated on the CA ARCserve Central
Host-Based VM Backup server, the server automatically informs CA ARCserve Central

Virtual Standby to import the virtual machines from CA ARCserve Central Host-Based
VM Backup and to redeploy the policies. If CA ARCserve Central Virtual Standby is not
available, you can manually import the virtual machines from CA ARCserve Central

Host-Based VM Backup.
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Import Nodes from CA ARCserve Replication

CA ARCserve Central Virtual Standby lets you import one or more nodes from CA
ARCserve Replication and High Availability. You can import nodes by specifying the
information from the Replication Manager where you want to import the nodes.

Note: This option applies to only remote virtual standby policies (see page 46). It is
required that you create a CA ARCserve Replication and High Availability scenario for a
Remote Virtual Standby Policy (see page 17) before importing nodes.

Follow these steps:

1. Login to the application.
From the Navigation Bar on the home page, select Node.
The Node screen displays.

2. From the Node toolbar, click Add, and then click Import Nodes from CA ARCserve
Replication on the pop-up menu.

The Import Nodes from CA ARCserve Replication dialog opens.

3. Specify the Replication Manager Hostname, Port, Protocol, Username, and
Password that contains the nodes that you want to import.

Click Connect.

The Node Names, Scenario Name, Converter, Backup Location, and Configuration
status appear on the dialog.

4. Click Import.

The nodes are imported successfully and displayed on the Node screen.

Configure Remote Converters

CA ARCserve Central Virtual Standby lets you convert CA ARCserve D2D recovery points
that CA ARCserve Replication and High Availability protects which automatically
registers them with Microsoft Hyper-V, VMware vCenter, or ESXi.

When the nodes are imported from CA ARCserve Replication and High Availability to CA
ARCserve Central Applications, the nodes can then be converted. The CA ARCserve
Replication and High Availability replica folder is where the nodes are converted from.
Follow these steps:
1. Login to the application.

From the Navigation Bar on the home page, select Node.

The Node screen displays.
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2. From the Groups bar, click the All Nodes group or click the group name containing
the nodes that you want to convert.

The nodes that are associated with the group appear in the nodes list.
3. Click the converter that you want to configure from the Converter column.

The Configure Remote Converters dialog opens.

4. Specify the Port, Protocol, Username, and Password for the selected converter and

click Update to save the information.

The converter is configured.

Create CA ARCserve Central Virtual Standby Policies

Virtual Standby lets you create two types of policies to define custom conversion
policies that you assign to CA ARCserve D2D nodes. The two types of policies are:

m  |ocal Virtual Standby Policy (see page 40)

m  Remote Virtual Standby Policy (see page 46)

Note: To create policies, CA ARCserve D2D must be installed on the monitor server.

Create Local Virtual Standby Policy

Virtual Standby lets you create local virtual standby policies to define custom conversion

policies that you assign to CA ARCserve D2D nodes.
Note: To create policies, CA ARCserve D2D must be installed on the monitor server.

Follow these steps:
1. Login to the Virtual Standby server and open Virtual Standby.
From the Navigation bar on the home page, click Policies.
The Policy window opens.
2. Click New and then click New Local Virtual Standby Policy on the pop-up menu.
The Create Local Virtual Standby Policy dialog opens.
3. In Policy Name field, specify a name for the policy.
Click the Virtual Standby tab.

The Virtualization Server, Virtual Machine, and Stand-in Settings options display.
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Click Virtualization Server.

The Virtualization Server options appear.

Complete the following Virtualization Server options:

VMware Systems:

Virtualization type--Click VMware.
ESX Host/vCenter--Specify the host name of the ESX or vCenter Server system.

User Name--Specify the user name that is required to log in to the VMware
system.

Note: The account that you specify must be an administrative account or an
account with administrative privileges on the ESX or vCenter Server system.

Password--Specify the password for the User Name that is required to log in to
the VMware system.

Protocol--Specify HTTP or HTTPS as the protocol that you want to use for
communication between the source CA ARCserve D2D node and the
monitoring server.

Port--Specify the port that you want to use for data transfer between the
source server and the monitoring server.

ESX Node--The values in this field vary based on the value specified in the ESX
Host/vCenter field:

- ESX Server systems--When you specify an ESX Server system in the ESX
Host/vCenter field, this field displays the host name of the ESX Server
system.

- vCenter Server systems--When you specify a vCenter Server system the
ESX Host/vCenter field, this field lets you specify (from a drop-down list)
the ESX Server system that you want to associate with this policy.

Monitor Server--Specify the host name of the server that you want to monitor
the status of the source server.

Note: The monitor server can be any physical computer or virtual machine
provided that server is not functioning as the proxy server for a CA ARCserve
Central Host-Based VM Backup implementation.

User Name--Specify the user name that is required to log in to the monitoring
system.

Password--Specify the password for the User Name that is required to log in to
the monitoring system.

Protocol--Specify HTTP or HTTPS as the protocol that you want to use for
communication between the CA ARCserve Central Virtual Standby server and
the ESX Server system (monitoring server).
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Port--Specify the port that you want to use for data transfer between the CA
ARCserve Central Virtual Standby server and the ESX Server system (monitoring
server).

Use monitor server as proxy for data transfer--Specify this option to let the
monitor server copy the conversion data from the CA ARCserve D2D source
node to the ESX Server datastore. With this option enabled, Virtual Standby
transfers the conversion data from the source node to the ESX Server datastore
using fibre channel communication, which is faster than using LAN
communication to transfer data.

Note: The Use monitor server as proxy for data transfer option is enabled by
default. You can disable this option to allow the CA ARCserve D2D source
server to copy the conversion data directly to the datastore on the ESX Server
system.

Hyper-V Systems:

Virtualization type--Click Hyper-V.
Hyper-V Host Name--Specify the host name of the Hyper-V system.

User Name--Specify the user name that is required to log in to the Hyper-V
system.

Note: The account that you specify must be an administrative account or an
account with administrative privileges on the Hyper-V system.

Password--Specify the password for the User Name that is required to log in to
the Hyper-V system.

Port--Specify the port that you want to use for data transfer between the
source server and the monitoring server.

User Name--Specify the user name that is required to log in to the monitoring
system.

Password--Specify the password for the User Name that is required to log in to
the monitoring system.

Protocol--Specify HTTP or HTTPS as the protocol that you want to use for
communication between the CA ARCserve Central Virtual Standby server and
the Hyper-V Server system (monitoring server).

Port--Specify the port that you want to use for data transfer between the CA
ARCserve Central Virtual Standby server and the Hyper-V Server system
(monitoring server).

Click Virtual Machine.

The Virtual Machine options appear.

42 User Guide



Create CA ARCserve Central Virtual Standby Policies

Complete the following Virtual Machine options:

VMware Systems:

Apply the following Virtual Machine options to VMware systems:

VM Name Prefix--Specify the prefix that you want to add to the display name
for the virtual machine on the ESX Server system.

Default value: CAVM_

VM Resource Pool--Specify the name of resource pool where standby virtual
machine is to be grouped.

CPU Count--Specify the minimum and maximum CPU count supported by the
standby virtual machine.

Memory--Specify the total amount of RAM in MB to be allocated for the
standby virtual machine.

Note: The amount of RAM specified must be a multiple of two.

VM Datastore--Specify the location where you want to store the conversion
data.

- Specify one datastore for all virtual disks--Lets the application copy all of
the disks related to the virtual machine to one data store.

- Specify a datastore for each virtual disk--Lets the application copy disk
related information for the virtual machine to the corresponding
datastore.

VM Network--Lets you define the NICs, virtual networks, and paths that the
ESX Server system uses to communicate with the virtual machines.

- Specify a network adapter type for each NIC and connect the network
adapter to the following virtual network--Lets you define how to map the
virtual NIC to the virtual network. Specify this option when the virtual
machine contains virtual NICs and a virtual network.

- Specify a network adapter type and a virtual network for each NIC--Lets
you define the name of the virtual network that you want the NIC to use to
communicate.
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Hyper-V Systems:

Apply the following Virtual Machine options to Hyper-V systems:

m VM Basic Settings--Complete the following VM Basic settings:

VM Name Prefix--Specify the prefix that you want to add to the display
name for the virtual machine on the Hyper-V system.

Default value: CAVM_

CPU Count--Specify the minimum and maximum CPU count supported by
the standby virtual system.

Memory--Specify the total amount of RAM in MB to be allocated to the
standby virtual machine.

Note: The amount of RAM specified must be a multiple of four.

m VM Path--Specify one of the following VM Path options:

Specify one path for all virtual disks--Specify the location on the Hyper-v
server where you want to store the conversion data.

Specify a path for each virtual disk--Specify the location on the Hyper-V
server where you want to store the conversion data for each virtual disk.

Note: CA ARCserve Central Virtual Standby does not support creating virtual
disk images (VHD files) on compressed volumes and volumes that are
encrypted by the file system. If the path specified resides on compressed or
encrypted Hyper-V volumes, Virtual Standby prevents you from creating the
policy.

m VM Network--Lets you define the NICs, virtual networks, and paths that the
Hyper-V server uses to communicate with the virtual machines. Specify one of
the following options and complete the required fields.

Specify a network adapter type for each NIC and connect the network
adapter to the following network--Lets you define how to map the virtual
NIC to the virtual network. Specify this option when the virtual machine
contains virtual NICs and a virtual network.

Specify a network adapter type and a virtual network for each NIC--Lets
you define the name of the virtual network that you want the NIC to use to
communicate.

Click Stand-in Settings.

The Stand-in Settings options appear.
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Complete the following Stand-in Settings options:

Recovery:

Select one of the following methods:

Manually start the Virtual Machine--Lets you power on and provision virtual
machines manually when the source server fails or stops communicating.
Specify this option when you prefer to analyze the cause of the failure before
you provision the virtual machines and allow the servers to function as source
servers.

Automatically start the Virtual Machine--Lets you power on and provision
virtual machines automatically when the source server fails or stops
communicating. Specify this option when you want to allow the virtual
machines to function as source servers immediately after the source servers
fail or stop communicating.

Note: Manually start the Virtual Machine is the default recovery option.

Heartbeat Properties:

Timeout--Specify the length time that the monitor server must wait for a
heartbeat before it powers on a recovery point snapshot.

Frequency--Specify the frequency that the source server communicates
heartbeats to the monitor server.

Example: The Timeout value specified is 60. The Frequency value specified is
10. The source server will communicate heartbeats in 10-second intervals. If
the monitoring server does not detect a heartbeat within 60 seconds of the last
heartbeat that was detected, the monitor server powers on a virtual machine
using the latest recovery point snapshot.

Click the Preferences tab.

The Email Alerts options appear.

Complete the following Email Alerts options:

Missing heartbeat for source machine--Virtual Standby sends alert
notifications when the monitor server does not detect a heartbeat from the
source server.

VM powered on for source machine configured with auto power ON--Virtual
Standby sends alert notifications when it powers on a virtual machine that was
configured to power on automatically when a heartbeat is not detected.

Missing heartbeat for source machine configured with manual power
ON--Virtual Standby sends alert notifications when it does not detect a
heartbeat from a source server that is not configured to power on
automatically.
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VM storage free space less than--Virtual Standby sends alert notifications
when it detects insufficient free disk space on the defined hypervisor path. The
detection occurs when the amount of free disk space is less than the
user-defined threshold. The threshold can be defined either an absolute value
(MB) or as a percentage of the capacity of the volume.

Virtual Standby errors/failure/crash--Virtual Standby sends alert notifications
when it detects an error that occurred during the conversion process.

Virtual Standby success--Virtual Standby sends alert notifications when it
detects that a virtual machine powered on successfully.

Hypervisor is not reachable--Virtual Standby sends alert notifications when it
detects that it cannot communicate with the ESX Server system or the Hyper-V
system.

License failure--Virtual Standby sends alert notifications upon detection of
licensing problem on Virtual Standby servers, source servers, and monitoring
servers.

The Virtual Standby did not start successfully from the Recovery Point
Snapshot--Virtual Standby sends alert notifications when it detects that a
virtual machine was not powered automatically and the Automatically start the
Virtual Machine Stand-in Recovery option is specified.

Click Save.

The policy is saved.

Create Remote Virtual Standby Policy

Virtual Standby lets you create remote virtual standby policies to define custom
conversion policies that you assign to nodes from CA ARCserve Replication and High
Availability.

Follow these steps:

1.

Log in to the Virtual Standby server and open Virtual Standby.

From the Navigation bar on the home page, click Policies.

The Policy window opens.

Click New and then click New Remote Virtual Standby Policy on the pop-up menu.
The Create Remote Virtual Standby Policy dialog opens.

In Policy Name field, specify a name for the policy.

Click the Virtual Standby tab.

The Virtualization Server and Virtual Machine options display.
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Click Virtualization Server.

The Virtualization Server options appear.

Complete the following Virtualization Server options:

VMware systems:

m  Virtualization type--Click VMware.

m  ESX Host/vCenter--Specify the host name of the ESX or vCenter Server system.

m  User Name--Specify the user name that is required to log in to the VMware
system.

Note: The account that you specify must be an administrative account or an
account with administrative privileges on the ESX or vCenter Server system.

m  Password--Specify the password for the User Name that is required to log in to
the VMware system.

m  Protocol--Specify HTTP or HTTPS as the protocol that you want to use for
communication between the source CA ARCserve D2D node and the
monitoring server.

m  Port--Specify the port that you want to use for data transfer between the
source server and the monitoring server.

m  ESX Node--The values in this field vary based on the value specified in the ESX
Host/vCenter field:

- ESX Server systems--When you specify an ESX Server system in the ESX
Host/vCenter field, this field displays the host name of the ESX Server
system.

- vCenter Server systems--When you specify a vCenter Server system the
ESX Host/vCenter field, this field lets you specify (from a drop-down list)
the ESX Server system that you want to associate with this policy.
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Hyper-V Systems:

Virtualization type--Click Hyper-V.
Hyper-V Host Name--Specify the host name of the Hyper-V system.

User Name--Specify the user name that is required to log in to the Hyper-V
system.

Note: The account that you specify must be an administrative account or an
account with administrative privileges on the Hyper-V system.

Password--Specify the password for the User Name that is required to log in to
the Hyper-V system.

Protocol--Specify HTTP or HTTPS as the protocol that you want to use for
communication between the source CA ARCserve D2D node and the
monitoring server.

Port--Specify the port that you want to use for data transfer between the
source server and the monitoring server.

Click Virtual Machine.

The Virtual Machine options appear.
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Complete the following Virtual Machine options:
VMware Systems:
Apply the following Virtual Machine options to VMware systems:

m VM Name Prefix--Specify the prefix that you want to add to the display name
for the virtual machine on the ESX Server system.

Default value: CAVM_

m VM Resource Pool--Specify the name of resource pool where standby virtual
machine is to be grouped.

m  CPU Count--Specify the minimum and maximum CPU count supported by the
standby virtual machine.

m  Memory--Specify the total amount of RAM in MB to be allocated for the
standby virtual machine.

Note: The amount of RAM specified must be a multiple of two.

m VM Datastore--Specify the location where you want to store the conversion
data.

- Specify one datastore for all virtual disks--Lets the application copy all of
the disks related to the virtual machine to one data store.

- Specify a datastore for each virtual disk--Lets the application copy disk
related information for the virtual machine to the corresponding
datastore.

m VM Network--Lets you define the NICs, virtual networks, and paths that the
ESX Server system uses to communicate with the virtual machines.

- Specify a network adapter type for each NIC and connect the network
adapter to the following virtual network--Lets you define how to map the
virtual NIC to the virtual network. Specify this option when the virtual
machine contains virtual NICs and a virtual network.

- Specify a network adapter type and a virtual network for each NIC--Lets
you define the name of the virtual network that you want the NIC to use to
communicate.
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Hyper-V Systems:

Apply the following Virtual Machine options to Hyper-V systems:

m VM Basic Settings--Complete the following VM Basic settings:

VM Name Prefix--Specify the prefix that you want to add to the display
name for the virtual machine on the Hyper-V system.

Default value: CAVM_

CPU Count--Specify the minimum and maximum CPU count supported by
the standby virtual system.

Memory--Specify the total amount of RAM in MB to be allocated to the
standby virtual machine.

Note: The amount of RAM specified must be a multiple of four.

m VM Path--Specify one of the following VM Path options:

Specify one path for all virtual disks--Specify the location on the Hyper-v
server where you want to store the conversion data.

Specify a path for each virtual disk--Specify the location on the Hyper-V
server where you want to store the conversion data for each virtual disk.

Note: CA ARCserve Central Virtual Standby does not support creating virtual
disk images (VHD files) on compressed volumes and volumes that are
encrypted by the file system. If the path specified resides on compressed or
encrypted Hyper-V volumes, Virtual Standby prevents you from creating the
policy.

m VM Network--Lets you define the NICs, virtual networks, and paths that the
Hyper-V server uses to communicate with the virtual machines. Specify one of
the following options and complete the required fields.

Specify a network adapter type for each NIC and connect the network
adapter to the following network--Lets you define how to map the virtual
NIC to the virtual network. Specify this option when the virtual machine
contains virtual NICs and a virtual network.

Specify a network adapter type and a virtual network for each NIC--Lets
you define the name of the virtual network that you want the NIC to use to
communicate.

Click the Preferences tab.

The Email Alerts options appear.
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7. Complete the following Email Alerts options:

VM storage free space less than--Virtual Standby sends alert notifications
when it detects insufficient free disk space on the defined hypervisor path. The
detection occurs when the amount of free disk space is less than the
user-defined threshold. The threshold can be defined either an absolute value
(MB) or as a percentage of the capacity of the volume.

Virtual Standby errors/failure/crash--Virtual Standby sends alert notifications
when it detects an error that occurred during the conversion process.

Virtual Standby success--Virtual Standby sends alert notifications when it
detects that a virtual machine powered on successfully.

Hypervisor is not reachable--Virtual Standby sends alert notifications when it
detects that it cannot communicate with the ESX Server system or the Hyper-V
system.

License failure--Virtual Standby sends alert notifications upon detection of
licensing problem on Virtual Standby servers, source servers, and monitoring
servers.

The Virtual Standby did not start successfully from the Recovery Point
Snapshot--Virtual Standby sends alert notifications when it detects that a
virtual machine was not powered automatically and the Automatically start the
Virtual Machine Stand-in Recovery option is specified.

Click Save.

The policy is saved.

Assign and Unassign Nodes to Policies

To create recovery point snapshots, you assign virtual standby conversion policies to the
CA ARCserve D2D nodes that you want to protect.

Virtual Standby lets you unassign nodes from policies. Virtual Standby does not let you
assign multiple policies to nodes. When you want to assign nodes to new policies, you
unassign the current policy from the nodes before you can assign the new policy to

nodes.

Follow these steps:

1. Login to the virtual standby server and open Virtual Standby.

From the Navigation bar on the home page, click Policies to open the Policies
screen.

2. From the Policies list, click the policy that you want to assign or unassign nodes.

Detailed information about the specified policy appears in the Policy Details tab and
the Policy Assignment tab.
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Click the Policy Details tab to view detailed information about the policy.
(Optional) Click Edit on the toolbar to edit the current settings for the policy.
Note: For more information, see Edit Policies.

Click the Policy Assignment tab.

Click Assign and Unassign on the Policy Assignment tab.

The Assign/Unassign Policy dialog opens.

Specify the following fields from the Assign/Unassign Policy dialog:

m  Group--Select the group name containing the policy that you want to assign.

m  Node Name Filter--Lets you filter the available nodes based on common
criteria.

Note: The Filter fields support the use of wildcard characters.

Examples:

- Acc* lets you filter all nodes having a node name that begins with Acc.
- *.123 lets you filter all nodes having .123 in the IP Address.

Note: To clear the filter results, click X in the Filter field.

Do one of the following actions:

m  Assign a node--From the Available Nodes list, locate the node that you want to
assign to the policy.

Click the single right arrow.

The node moves from the Available Nodes list to the Selected Nodes list.
m  Assign nodes--From the Available Nodes list, click the double right arrow.

All nodes move from the Available Nodes list to the Selected Nodes list.

m  Unassign a node--From the Selected Nodes list, locate the node that you want
to unassign from to the policy.

Click the single left arrow.

The node moves from the Selected Nodes list to the Available Nodes list.
m  Unassign nodes--From the Selected Nodes list, click the double left arrow.

All nodes move from the Selected Nodes list to the Available Nodes list.

Click OK.

The nodes are assigned/unassigned from the policy.
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Deploy Policies

After you create a policy, you assign nodes to a policy (see page 51) and then deploy the
policy.

The following behavior applies to the policy deployment process:

m  The policy deployment process fails under the following conditions:

— The Windows Server 2008 Hyper-V Role is installed on the CA ARCserve D2D
source server (node).

— The CA ARCserve D2D node was imported from CA ARCserve Central
Host-Based VM Backup. The Windows Hyper-v role is enabled on the
Host-based VM backup proxy system and the backup proxy system is specified
as the Virtual Standby destination.

m  CA ARCserve Central Virtual Standby cannot automatically power on virtual
machines that were added from CA ARCserve Central Host-Based VM Backup
servers. As a result, when you deploy policies that contain a recovery method that
is defined as Automatically start the virtual machine to nodes protected by
Host-Based VM Backup, Virtual Standby changes the value of the recovery method
to Manually start the virtual machine.

Follow these steps:

1. Login to the Virtual Standby server and open Virtual Standby.

From the Navigation bar on the home page, click Policies to open the Policies
screen.

2. From the Policies list, click the policy that you want to deploy.

Detailed information about the specified policy appears in the Policy Details tab and
the Policy Assignment tab.

3. Click the Policy Details tab to view detailed information about the policy.
(Optional) Click Edit on the toolbar to edit the current policy settings.
Note: For more information, see Edit Policies.

4. Click the Policy Assignment tab.
Detailed information about the nodes that are assigned to the policy appears.

(Optional) Click Assign and Unassign on the toolbar to assign or unassign nodes to
the policy.

Note: For more information, see Assign Nodes to a Policy (see page 51) or Unassign
Nodes from Policies.
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5. Click Deploy Now on the toolbar.
The Deploy Now confirmation message appears.

6. Click OK.
The policy is deployed.

Note: You can also view the policy deployment status for the particular node on the
Node screen under the Policy column.

54 User Guide



Chapter 4: Getting Started With CA
ARCserve Central Virtual Standby

The following sections describe how to configure CA ARCserve Central Virtual Standby
to protect CA ARCserve D2D nodes.

Note: Before you can complete the configurations described in this section, verify that
all Prerequisite Installation Tasks (see page 15) are complete.

This section contains the following topics:

Log in to CA ARCserve Central Virtual Standby (see page 56)
Specify the ESX Server or vCenter Server System for VMware-Based Nodes (see page 57)
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Log in to CA ARCserve Central Virtual Standby

You can log in to CA ARCserve Central Virtual Standby directly from the computer where
the application is installed or from a remote computer using a supported browser. For a
complete list of the supported browsers, see the CA ARCserve Central Virtual Standby
Release Notes.

To log in to CA ARCserve Central Virtual Standby

1. Do one of the following options:

If you are logged in to the server where CA ARCserve Central Virtual Standby is
installed; launch the application from your program files.

A browser window opens and displays the CA ARCserve Central Virtual Standby
login screen.

Complete the following fields on the login screen:
- Username

- Password

Click Login.

If you are not logged in to the server where CA ARCserve Central Virtual
Standby is installed; open a browser window and specify the following url in
the address bar:

http://<CA ARCserve Central Application Server Name>:<Port
Number>/virtualstandby/

Note: You can specify the host name or the IP address of the server when CA
ARCserve Central Virtual Standby is installed. The default port is 8015.

Press Enter.

A browser window opens and displays the CA ARCserve Central Virtual Standby
login screen.

Complete the following fields on the login screen:
- Username
- Password

Click Login.

You are logged in to CA ARCserve Central Virtual Standby and the home page
opens.
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Specify the ESX Server or vCenter Server System for
VMware-Based Nodes

Note: The following procedure applies to only VMware-based virtual machine source
nodes.

In various VMware-based implementations, Virtual Standby may not be able to detect
source nodes that are configured as virtual machines that reside on ESX Server and
vCenter Server systems. This behavior prevents Virtual Standby from applying the
correct license to the nodes, deploying policies to the nodes, and executing conversion
jobs.

The procedure that follows lets you specify the host name or IP address of the ESX
Server or vCenter Server system where the nodes reside. After you complete the
procedure, Virtual Standby can detect, apply licenses, deploy policies, and execute
conversion jobs for nodes that you want to protect. If there are multiple virtual
machines that reside on one ESX Server or vCenter Server system that act as one source
node, the procedure lets you consume one license for all of the nodes, which helps to
reduce the overall cost of protecting the source nodes.

To specify the ESX Server or vCenter Server system for VMware-based nodes
1. Login to the application.

From the Navigation bar on the home page, click Node.

The Node screen displays.

2. From the Groups bar, click the All Nodes group or click the group name containing
the node that you want to update.

The nodes associated with the group appear in the nodes list.

3. Click the node that you want to update and then click Specify ESX Server from the
pop-up menu.

The Specify ESX Server dialog opens.

Note: If the application detects that VMware Tools is not installed on the virtual
machine that is managed by either an ESX Server or vCenter Server system, the
virtual machine resides on a Hyper-V system, or the node detected is not a virtual
machine, an error message appears.

Chapter 4: Getting Started With CA ARCserve Central Virtual Standby 57



Specify the ESX Server or vCenter Server System for VMware-Based Nodes

Complete the following fields on the Specify ESX Server dialog:

m  ESX/vCenter Host
Note: Specify the host name or the IP address of the ESX Server or vCenter
Server system.

m  User Name

m Password

m Port
Note: The default communication port is 443. If the node communicates with
the ESX Server or the vCenter Server system using a different port number,
specify the port number that is used.

m  Protocol
Note: The default communication protocol is HTTPS. If the node communicates
with the ESX Server or the vCenter Server system using HTTP, click HTTP.

Click OK.

The ESX Server or vCenter Server system is assigned to the node.
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This section contains the following topics:

Log In to CA ARCserve D2D Nodes (see page 59)

Log in to Monitor Servers (see page 60)

Node Maintenance Tasks (see page 61)

Node Group Management Tasks (see page 67)

Virtual Standby Policy Management Tasks (see page 72)
Application Configuration Tasks (see page 73)

View Logs (see page 79)

Add Links to the Navigation Bar (see page 80)

Virtual Standby Home Page (see page 81)

CA ARCserve Central Virtual Standby Monitoring Tasks (see page 86)
Change Server Communication Protocol (see page 102)

Log In to CA ARCserve D2D Nodes

From the Virtual Standby home page, you can log in to CA ARCserve D2D nodes.

To log in to CA ARCserve D2D nodes
1. Open the application and click Nodes in the Navigation Bar.
The Node screen displays.

2.  From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes associated with the specified group.

3. Browse to and click the node that you want to log in to and then click Login D2D
from the pop-up menu.

Note: If a new browser window does not open, verify that the pop-up options for
your browser allow all pop-ups or pop-ups only for this website.

You are logged in to the CA ARCserve D2D node.

Note: The first time that you log in to the CA ARCserve D2D node, an HTML page may
open and display a warning message. This behavior can occur when using Internet
Explorer. To correct this behavior, close Internet Explorer and repeat Step 3. You should
then be able to log in to the CA ARCserve D2D node successfully.
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Log in to Monitor Servers

Virtual Standby lets you log in directly to the server that is monitoring the CA ARCserve
D2D source nodes. From the monitor server, you can perform maintenance tasks and
view information about the health of the source servers that the monitor server is
monitoring. You can distinguish CA ARCserve D2D nodes from monitor servers by the
following icons:

Monitor server icon:

i

CA ARCserve D2D node icon:

=

To log in to monitor servers

1. Login to the Virtual Standby server and open Virtual Standby.
From the Navigation bar on the home page, click Nodes.
The Nodes screen opens.

2. From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes associated with the specified group.
3. Do one of the following:

m  If you know the IP address or host name of the monitor server, browse to and
click the monitor server that you want to log in to and then click Login D2D
from the pop-up menu.

m If you do not know the IP address or host name of the monitor server, browse
to and click the CA ARCserve D2D node whose monitor server you want to log
in and then click Log in to Monitor Server on the pop-up menu.

Note: If a new browser window does not open, verify that the pop-up options for
your browser allow all pop-ups or pop-ups only for this website.

You are logged in to the monitor server.
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Node Maintenance Tasks

Update Nodes

Virtual Standby lets you use several methods to add nodes:

Add nodes by IP address or node name (see page 33).

Import nodes from a file (see page 34).

Note: This method lets you import multiple nodes from a list of nodes in a
comma-separated file.

Add nodes from CA ARCserve Central Host-Based VM Backup servers (see page 36).

Note: This method lets you import virtual machine nodes that are protected by the
CA ARCserve Central Host-Based VM Backup application.

Import nodes from CA ARCserve Replication and High Availability (see page 39).

n addition, you can perform the following node management tasks.

Update nodes (see page 61).

Set Backup Passwords for one or more CA ARCserve D2D nodes (see page 63).

Delete nodes (see page 64).

Release licenses from nodes (see page 65).

Stop Monitoring Nodes from the Monitor Server (see page 66).

Update nodes and policies after changing the host name of the CA ARCserve Central
Applications server (see page 67).

Virtual Standby lets you update information about nodes that were added previously.

Note: You cannot update nodes that were imported from a CA ARCserve Central
Host-Based VM Backup server.

Follow these steps:

1.

Log in to the application.
From the Navigation Bar on the home page, select Node.
The Node screen displays.

From the Groups bar, click the All Nodes group or click the group name containing
the nodes that you want to update.

The nodes that are associated with the group appear in the nodes list.
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6.

Click the nodes that you want to update and then right-click and click Update Node
from the pop-up menu.

The Update Node dialog opens.

Note: To update all nodes in the node group, right-click the Node Group name and
then click Update Node from the pop-up menu.

Update the node details as needed.

Note: To update multiple nodes on the Node list, select the desired nodes,
right-click any node, and click Update Node from the pop-up menu. The user name
and password are the same for all selected nodes. By default, the Specify new
credentials option and the Take control of the node check box is selected. You can
specify a new user name and password for the selected nodes and can force this
server to manage the nodes. In addition, you can select Use existing credentials to
apply the current user name and password. The fields become disabled.

Click OK.
The Update Node dialog closes and the nodes are updated.

Note: If changes were made to CA ARCserve D2D nodes, the Update Node dialog
opens to let you specify more details.

Update node =

IF/Node Mame:
Description:
User Name:

Paszword:
ARCserve Products Installed

ARCserve D2D

Port: |
lUse HTTPS: O]

ok | cancel [Help

(Optional) If the updated information does not display in the node list, click Refresh
on the toolbar.

The node is updated.
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Set Backup Passwords for One or More CA ARCserve D2D Nodes

When you submit D2D backups, the password for the backup is stored on the D2D node
that you are protecting. CA ARCserve Replication and High Availability then replicates
the D2D recovery points to the Managed Service Provider (MSP) site. The converter on
the MSP site then converts the replicated data to virtual machine data and stores the
data on the MSP site. However, the converter cannot convert the replicated recovery
points snapshots because the backup passwords reside on the D2D node.

To ensure that the converter can convert the replicated recovery point snapshots,
Virtual Standby lets you specify backup passwords for the D2D data that the converter
can use to convert the data.
Follow these steps:
1. Login to the application.

From the Navigation Bar on the home page, select Node.

The Node screen displays.

2. From the Groups bar, click the All Nodes group or click the group name containing
the nodes that you want to set backup passwords.

The nodes that are associated with the group appear in the nodes list.

3. Click the nodes that you want to set backup passwords and then right-click and
select Set Backup Passwords from the pop-up menu.

The Set Backup Passwords for Node dialog opens.

Set Backup Passwords for Node <Node Name>

Enter one or more backup encryption p: ords. During the conversion process, all passwords will be
used in succession to try to decrypt t 10M.

Note:When all of the passwords are not valid, conversion jobs will fail.

Dadd | & o

'V Password Confirm Password Comment Create Time
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You can perform the following tasks in the Set Backup Passwords dialog, for one or
more nodes:

- Add--Click Add to add one or more backup passwords to the selected nodes.

— Delete--Click Delete to delete one or more backup passwords from the selected
nodes.

Note: For multiple nodes, you can override the current backup passwords for
multiple nodes by selecting the Override the current backup passwords for the
selected nodes check box.

Set Backup Passwords for Multiple Nodes

Enter one or more ba ; ords will be

4| Password Confirm Password Comment Create Time

|| Override the current backup passwords for the selected nodes.

4. Click Save.

The dialog closes and the backup passwords are set for the selected remote nodes.

Delete Nodes

Virtual Standby lets you delete nodes from your environment.

Follow these steps:
1. Loginto the application.
Click Node on the Navigation bar to open the Node screen.

2. From the Groups bar, click the All Nodes group or click the group name containing
the node that you want to delete.

The nodes that are associated with the group appear in the nodes list.
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Check one or more nodes that you want to delete and then click Delete on the
toolbar.

A confirmation message opens.
Do one of the following:
m  Click Yes to delete the node.

m  Click No if you do not want to delete the node.

Release Licenses from Nodes

CA ARCserve Central Virtual Standby licensing functions on a count-based mechanism.
Count-based licensing lets you grant a single overall license to the node with a
predetermined number of active license rights included in the overall license pool. Each
node that uses the license is granted an active license from the pool, on a first-come
basis, until the total number of available license rights has been reached. If all the active
license rights were applied and you want to add a license to a different node, release
the license rights from one or more of the nodes to increase the available license count
before the different node can use the license.

To release licenses from nodes

1.
2.

Log in to the application.

From the home screen, open the License Management dialog by clicking Help and
clicking Manage Licenses.

The License Management dialog opens and displays a list of the licenses applied to
physical computers, VMware-based virtual machines, and Hyper-V-based virtual
machines as illustrated by the following dialog:

License Management

To release a license from machine, first click the license and then clear the selected machine.

Component Name Version = EEiEE
Active Available Total Needed (Minimum)
CA ARCserve Unified Virtual Standby-Physica... 16.0 | 95 100 0
CA ARCserve Unified Virtual Standby-VMware... 16.0 1 99 100 o
CA ARCserve Unified Virtual Standby-Hyper-... 16.0 1 99 100 o

Licensed machine(s)

COMP-001
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In the Licenses status section, select the license that you want to release from
nodes.

The nodes using the license display in the Licensed machines section of the License
Management dialog.

Click the check box next to the node that you want to release the license.

Note: Click Clear All to clear the check box next to all of the nodes that display in
the Licensed machines section of the License Management dialog.

Click Apply.
The license in released from the specified node.

(Optional) Click Refresh to refresh the list of nodes using the specified license.

Stop Monitoring Nodes from the Monitor Server

CA ARCserve Central Virtual Standby lets you stop monitoring nodes from the Virtual
Standby tab on the monitor server.

Important! When you stop monitoring nodes, the Virtual Standby virtual machines may
not contain the most current recovery point snapshots that are required to power on
the virtual machines. In addition, you can power on virtual machines for the nodes that
you stopped monitoring (manually) only from the hypervisor system.

To stop monitoring nodes from the monitor server

1.

Log in to the monitor server.

Note: For more information, see Log in to Monitor Servers (see page 60).

After the monitor server opens, click the Virtual Standby tab.
The Virtual Standby screen opens.

From the Sources tree, expand All, Source Running, Action Required, or VM Running
to locate the source node that you want to stop monitoring.

Right-click the node that you want to stop monitoring and click Stop Monitoring on
the pop-up menu.

A warning message appears.

If you are sure that you want to stop monitoring the specified node, click Yes.

The node is removed from the Sources tree and the monitor server stops monitoring the
node.
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Update Nodes and Policies After Changing the Host Name of the CA ARCserve
Central Applications Server

After you change the host name of the CA ARCserve Central Virtual Standby server, you
update the nodes and the policies applied to the nodes. You perform these tasks to
maintain the relationship between the CA ARCserve Central Virtual Standby server and
the nodes that the CA ARCserve Central Virtual Standby server is protecting. The
following table describes the possible scenarios and the corrective action for each
scenario.

Scenario Corrective Action

The node was added after the host name  No action required.
of the CA ARCserve Central Virtual
Standby server was changed.

The node was added before the host Update the node. For more information,
name of the CA ARCserve Central Virtual  see Update Nodes (see page 61).
Standby server was changed and a policy

was not applied to the node.

The node was added before the host Reapply the policy. For more information,
name of the CA ARCserve Central Virtual  see Deploy Policies (see page 53).
Standby server was changed and a policy

was applied to the node.

Node Group Management Tasks

Virtual Standby lets you manage the CA ARCserve D2D node groups that you are
protecting.

This section contains the following topics:

Add Node Groups (see page 68)
Modify Node Groups (see page 69)
Delete Node Groups (see page 70)
Filter Node Groups (see page 71)
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Add Node Groups

Node groups let you manage a collection of CA ARCserve D2D source computers based
on common characteristics. For example, you can define node groups classified by the
department they support: Accounting, Marketing, Legal, Human Resources, and so on.

The application contains the following node groups:

m  Default Groups:

All Nodes--Contains all nodes associated with the application.

Nodes without a Group--Contains all nodes associated with the application
that are not assigned to a node group.

Nodes without a Policy--Contains all nodes associated with the application that
do not have a policy assigned.

SQL Server--Contains all nodes associated with the application and Microsoft
SQL Server is installed on the node.

Exchange--Contains all nodes associated with the application and Microsoft
Exchange Server is installed on the node.

Note: You cannot modify or delete the default node groups.

m  Custom Groups--Contains customized node groups.

Follow these steps:

1. Login to the application.

From the Navigation bar on the home page, click Node to open the Node screen.

2. Click Add on the Node Group toolbar.

The Add Group dialog opens and nodes appear in the Available Nodes list.

3. Specify a Group Name for the node group.

4. Specify the following fields from the Add Group dialog:

Group--Select the group name containing the nodes that you want to assign.

Node Name Filter--Lets you filter the available nodes based on common
criteria.

Note: The Node Name filter field supports the use of wildcard characters.

For example, Acc* lets you filter all nodes having a node name that begins with
Acc. To clear the filter results, click X in the Filter field.
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To add nodes to the node group, select the node or nodes that you want to add and
click the single right arrow.

The nodes move from the Available Node list to the Selected Nodes list, and are
assigned to the node group.

Note: To select and move all the nodes from the current group, click the double
right arrow.

(Optional) To move nodes from the Selected Nodes list to the Available Nodes list,
click the single left arrow.

Note: To select and move all nodes in the current group, click the double left arrow.

Click OK.

The Node Group is added.

Modify Node Groups

The application lets you modify the node groups that you created. You can add and
remove nodes from node groups and change the name of node groups.

Note: You cannot modify the following node groups:

All Nodes--Contains all nodes associated with the application.

Nodes without a Group--Contains all nodes associated with the application that are
not assigned to a node group.

Nodes without a Policy--Contains all nodes associated with the application that do
not have a policy assigned.

SQL Server--Contains all nodes associated with the application and Microsoft SQL
Server is installed.

Exchange--Contains all nodes associated with the application and Microsoft
Exchange Server is installed.

Follow these steps:

1.

Log in to the application.
From the Navigation Bar on the home page, click Node.
The Node screen displays.

Click the node group that you want to modify and then click Modify in the Node
Group toolbar.

The Modify Group dialog opens.

To modify the Group Name, specify a new name in the Group Name field.
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The

Delete Node Groups

The

You

To add nodes to the node group, select the node or nodes that you want to add to
the node group and click the right arrow.

The nodes move from the Available Node list to the Selected Nodes list, and are
assigned to the node group.

Note: To move all nodes from the Available Node list to the Selected Nodes list,
click the double right arrow.

To remove nodes from the node group, click the left arrow or the double left arrow
to remove one or all nodes respectively.

(Optional) To filter the available nodes based on common criteria, specify a filtering
value in the Node Name Filter field.

Note: The Filter field supports the use of wildcard characters.

For example, Acc* lets you filter all nodes having a node name that begins with Acc.
To clear the filter results, click the X in the Filter field.

Click OK.

node group is modified.

application lets you delete the Node Groups that you created.

cannot delete the following node groups:
All Nodes--Contains all nodes associated with the application.

Nodes without a Group--Contains all nodes associated with the application that are
not assigned to a node group.

Nodes without a Policy--Contains all nodes associated with the application that do
not have a policy assigned.

SQL Server--Contains all nodes associated with the application and Microsoft SQL
Server is installed on the nodes.

Exchange--Contains all nodes associated with the application and Microsoft
Exchange Server is installed on the nodes.

Note: The process of deleting node groups does not delete individual nodes from the
application.
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Follow these steps:
1. Login to the application.
From the Navigation Bar on the home page, click Node to open the Node screen.

2. Click the node group that you want to delete and then click Delete in the Node
Group toolbar.

The Confirm message box dialog opens.
3. If you are sure that you want to delete the node group, click Yes.

Note: Click No if you do not want to delete the node group.

The node group is deleted.

Filter Node Groups

Virtual Standby lets you use filters to display CA ARCserve D2D nodes in a group with a
particular application installed. Virtual Standby lets you filter the nodes that have the
following applications installed:

m  CA ARCserve Backup
m  CA ARCserve D2D
m  Microsoft SQL Server

m  Microsoft Exchange Server

To filter node groups

1. Login to the Virtual Standby server and open Virtual Standby.
From the Navigation Bar on the home page, select Node.
The Node screen displays.

2. From the Groups list, click the group that you want to filter.

Note: You can filter all of the default groups (All Nodes, Unassigned, SQL Server,
and Exchange) and all custom-named groups.

From the Filter toolbar, click the check box next to the application that you want to
filter.

The node group is filtered.
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Virtual Standby Policy Management Tasks

Edit or Copy Policies

Virtual Standby lets you manage the conversion polices that you use to protect your CA
ARCserve D2D nodes.

Create CA ARCserve Central Virtual Standby Policies (see page 40)

Assign and Unassign Nodes to Policies (see page 51)

- Deploy Policies (see page 53)

Edit or Copy Policies (see page 72)

Delete Policies (see page 73)

Virtual Standby lets you edit or copy policies after they are created.

To edit policies

1.

Log in to the Virtual Standby server and open Virtual Standby.
From the Navigation bar on the home page, click Policies.
The Policy window opens.

From the Policies screen, click the check box next to a policy and do one of the
following:

m  Click Edit on the toolbar and edit the selected policy.

m  Click Copy on the toolbar to copy and create a new policy from the selected
policy.

Note: When you copy a policy, the Copy Policy dialog opens. Specify a name for
the new policy and click OK.

The Edit Policy dialog opens.

If you want to change the policy name, specify a name in the Policy Name field.

Apply your changes to the Virtual Standby tab and the Preferences tab based on the
type of policy you selected.

m Local Virtual Standby Policy (see page 40)

m  Remote Virtual Standby Policy (see page 46)

The policy is edited.
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Delete Policies
Virtual Standby lets you delete policies that were created previously.

Note: Virtual Standby does not let you delete policies that are assigned to nodes. To
delete policies with assigned nodes, you must unassign the nodes from the policy and
then delete the policy. For information about how to unassign nodes from a policy, see
Unassign Nodes from Policies.
To delete policies
1. Login to the Virtual Standby server and open Virtual Standby.

From the Navigation bar on the home page, click VCM Policies.

The Policy window opens.
2. From the Policies list, click the policy that you want to delete.
3. Click Delete on the Policies toolbar.

A delete confirmation message appears.
4. Click Yes to delete the policy.

Note: If you delete a policy in error, you must recreate the policy. If you do not

want to delete the policy, click No.

The policy is deleted.

Application Configuration Tasks

Virtual Standby lets you specify email alerts settings and how to update your Virtual
Standby installation.

This section contains the following topics:

Configure Email Settings (see page 74)

Configure Automatic Updates (see page 75)

Configure Social Networking Preferences (see page 77)
Modify the Administrator Account (see page 78)
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Configure Email Settings

You can configure email settings for use with your application to send alerts
automatically under conditions you specify.

Follow these steps:

1. Login to the application.

From the Navigation bar on the home page, click Configuration to open the
Configuration screen.

2. From the Configuration panel, click Email Configuration to display the Email
Configuration options.

3. Complete the following fields:

Service--Specify the type of email service from the drop-down. (Google Mail,
Yahoo Mail, Live Mail or Other).

Mail Server--Specify the host name of the SMTP server that you want CA
ARCserve Central Applications to use to send email.

Requires Authentication--Select this option when the mail server that you
specified requires authentication. The Account Name and Password are
required.

Subject--Specify a default email subject.
From--Specify the email address the email is being sent from.

Recipients--Specify one or more email addresses, separated by a semicolon(;),
the email is being sent to.

Use SSL--Select this option if the mail server you specified requires secure
connection (SSL).

Send STARTTLS--Select this option if the mail server you specified requires
STARTTLS command.

Use HTML format--Lets you send the email messages in HTML format.
(selected by default)

Enable Proxy Settings--Select this option if there is a proxy server and then
specify the proxy server settings.

4. Click Test Email to verify that the mail configuration settings are correct.

5. Click Save.

Note: You can click Reset to revert to the previously saved values.

The email configuration is applied.
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Configure Automatic Updates

CA ARCserve Central Virtual Standby lets you define when to check for product updates
and how often to update your Virtual Standby installation.

To configure automatic updates

1.
2.
3.

Log in to the application.

Click Configuration on the Navigation bar to open the Configuration screen.
From the Configuration panel, click Update Configuration.

The update configuration options appear.

Select a Download Server.

m  CA Server--Click Proxy Settings for the following options:

- Use browser proxy settings--Lets you use the credentials that provided for
the browser proxy settings.

Note: The Use browser proxy settings option affects Internet Explorer and
Chrome.

—  Configure proxy settings--Specify the IP Address or Host Name of the
proxy server and the port number. If the server you specified requires
authentication, click Proxy server requires authentication and provide the
credentials.

Click OK to return to Update configuration.

m  Staging Server--If you select this option, click Add Server to add a staging
server to the list. Enter its host name and Port number and click OK.

If you specify multiple staging servers, the application tries to use the first
server listed. If connection succeeds, the remaining servers listed are not used
for staging.

(Optional) Click Test Connection to verify the server connection and wait until the
test completes.

(Optional) Click Automatically check for updates, and then specify the day and time.
You can specify a daily or weekly schedule.

Click Save to apply the Update configuration.
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Configure Proxy Settings

CA ARCserve Central Applications let you specify a proxy server to communicate with CA
Support to check for and download available updates. To enable this capability, you
specify the proxy server that you want to communicate in behalf of the CA ARCserve
Central Applications server.
Follow these steps:
1. Login to the application and click Configuration on the Navigation bar.

The Configuration options appear.
2. Click Update Configuration.

The update configuration options display.
3. Click Proxy Settings.

The Proxy Settings dialog opens.
4. Click one of the following options:

m  Use browser proxy settings--Lets the application detect and use the same
proxy settings that are applied to the browser to connect to the CA
Technologies server for update information.

Note: This behavior applies to only Internet Explorer and Chrome browsers.

m  Configure proxy settings--Lets you define an alternative server that the
application will use to communicate with CA Support to check for updates. The
alternative server (proxy) can help ensure security, increased performance, and
administrative control.

Complete the following fields:
- Proxy Server--Specify the host name or IP address of the proxy server.

- Port--Specify the port number that the proxy server will use to
communicate with the CA Support website.

- (Optional) Proxy server requires authentication--If the login credentials
for the proxy server are not the same as the credentials for the CA
ARCserve Central Applications server, click the check box next to Proxy
server requires authentication and specify the User Name and Password
that is required to log in to the proxy server.

Note: Use the following format to specify the user name: <domain
name>/<user name>.

Click OK.

The proxy settings are configured
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Configure Social Networking Preferences

CA ARCserve Central Applications let you manage the social networking tools that can
help you manage each application. You can generate news feeds, specify links to
popular social networking websites, and select video source websites.
To configure social networking preferences
1. Login to the application.

From the Navigation bar on the home page, click Configuration.

The Configuration screen displays
2. From the Configuration panel, click Preferences Configuration.

The Preferences options appear.

News Feed

| Show the latest news and product information from the expert advice center

Social Networking

| Show links to facebook and twitter in the main page

Videos

" Use CA Support Videos * Use YouTube Videos

3. Specify the options that you require:

m  News Feed--Lets the application display RSS feeds about CA ARCserve Central
Applications and CA ARCserve D2D related news and product information (from
the Expert Advice Center). The feeds appear on the home page.

m  Social Networking--Lets the application display icons on the home page for
access to Twitter and Facebook for CA ARCserve Central Applications and CA
ARCserve D2D related social networking websites.

m Videos--Lets you select the type of video to view your CA ARCserve Central
Applications and CA ARCserve D2D products. (Use YouTube Videos is the
default video.)

Click Save.

The Social Networking options are applied
4. From the Navigation bar, click Home.

The Home Page displays.
5. Refresh your browser window.

The Social Networking options are applied.
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Modify the Administrator Account

CA ARCserve Central Applications let you modify the user name, password, or both for
the administrator account after you install the application. This administrator account is
used only for the default display user name on the login screen.

Note: The user name specified must be a Windows administrative account or an
account that has Windows administrative privileges.
Follow these steps:
1. Login to the application and click Configuration in the Navigation bar.
The configuration options appear.
2. Click Administrator Account
3. The Administrator account settings appear.
4. Update the following fields, as required:
m  User Name
m Password

Click Save

The administrator account is modified.
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View Logs

The View Log contains comprehensive information about all the operations performed
by your application. The log provides an audit trail of every job that is run (with the most
recent activities listed first) and can be helpful in troubleshooting any problems that
may occur.
Follow these steps:
1. From the home page, click View Logs in the navigation bar.

The View Logs screen appears.

2. From the drop-down lists, specify the log information that you want to view.

m  Severity--This option lets you specify the severity of the log that you want to
view. You can specify the following severity options:

- All--This option lets you view all logs, regardless of the severity.

- Information--This option lets you view only logs that describe general
information.

- Errors--This option lets you view only logs that describe severe errors that
occurred.

- Warnings--This option lets you view only logs that describe warming errors
that occurred.

- Errors and Warnings--This option lets you view only severe errors and
warning errors that occurred.

m  Module--This option lets you specify the module for which you want to view
logs. You can specify the following module options:

— All--This option lets you view logs about all application components.
— Common--This option lets you view logs about common processes.

— Import Nodes From File--This option lets you view only logs about
importing CA ARCserve D2D nodes in to the application from a file.

- Policy Management--This option lets you view only logs about managing
policies.

- Updates--This option lets you view only logs about updating the
application.

- Pause/Resume Heartbeat--This option lets you view only logs of virtual
standby virtual machines that had paused or resumed heartbeat.

- Pause/Resume Virtual Standby--This option lets view only logs of virtual
standby virtual machines that had paused or resumed virtual standby.

- Update Multiple Nodes--This option lets you view only logs about
updating multiple nodes simultaneously.

Chapter 5: Using CA ARCserve Central Virtual Standby 79



Add Links to the Navigation Bar

- Standby VM--This option lets you view only logs of virtual machines that
were powered on.

- Import Nodes from CA ARCserve Replication--This option lets you view
only logs of nodes that were imported from CA ARCserve Replication.

m  Node Name--This option lets you view only logs for a specific node.

Note: This field supports the wildcard '*' and '?'. For example, enter 'lod*' to
return all activity logs for the computer name that begins with 'lod’".

Note: The Severity, Module, and Node Name options can be applied collectively.
For example, you can view Errors (severity) that relate to Updates (Module) for
Node X (Node Name).

Click Refresh. e
The logs display based on the view options specified.

Note: The displayed Time in the log is based on the time zone of your application
database server.

Add Links to the Navigation Bar

Each of the CA ARCserve Central Applications has an Add New Tab link in the Navigation
bar. Use this feature to add entries in the Navigation bar for additional web-based
applications you would like to manage. However, for every application that is installed, a
new link is automatically added to the Navigation bar. For example, if you installed CA
ARCserve Central Reporting and CA ARCserve Central Virtual Standby on "Computer A"
and then launch CA ARCserve Central Reporting, CA ARCserve Central Virtual Standby is
automatically added to the Navigation bar.

Note: Every application that is installed is detected only if other CA ARCserve Central
Applications are on the same computer.

Follow these steps:

1. From the Navigation bar of the application, click the Add New Tab link.

2. Specify the Name and URL of the application or website you want to add. For
example, www.google.com.

Optionally, specify the location of an icon.
3. Click OK.

The new tab is added to the bottom of the Navigation bar.

Be aware of the following considerations:
m  The CA Support link is added by default for your convenience.

You can remove the new tab by highlighting the tab and click the Remove link.
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Virtual Standby Home Page

The Virtual Standby tab on the monitor server lets you view information about all of the
CA ARCserve D2D servers that you are protecting. However, the Virtual Standby tab on
source servers let you view only information about the specific source server that you
login to.

This section contains the following topics:

How to Use the Virtual Standby Summary Screen (see page 81)

How to Use the Servers List (see page 82)

View Summary Information about the Latest Virtual Standby Job (see page 82)
Monitor the Status of Virtual Conversion Jobs (see page 84)

View Virtual Standby Settings for Source Servers (see page 85)

View the Recovery Point Snapshots List (see page 85)

How to Use the Virtual Standby Summary Screen
The Virtual Standby Summary screen displays icons that provide a quick visual indication
of the current status, along with guidance for the urgency of any actions may need to be

taken.

The following icons appear on the home page:

2 Successful
(No action is necessary)

Caution
{Action may be necessary soon)

' Warning
{Immediate action is necessary)

The Virtual Standby Summary screen displays the following information:

Servers list--Displays a list of source servers that this monitoring server is
protecting. The list sorts servers by their current status. For example, All, Action
Required, Server Running, and so on.

Note: The Servers list appears only when you are logged in to the monitoring
server. For more information, see How to Use the Servers List (see page 82).

Virtual Standby Summary--Displays summary information for the selected source
server. For more information, see Monitor the Status of Virtual Conversion Jobs
(see page 84).

m  Virtual Standby Settings--Displays summary information about virtual conversion
settings for the selected source server. For more information, see View Virtual
Standby Settings for Source Servers (see page 85).
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= Recovery Point Snapshots--Displays a list of recovery point snapshots that are
available for the selected source server. For more information, see View the
Recovery Point Snapshots List (see page 85).

m  Tasks--Displays a list of tasks that you can perform for the selected source server.
For more information, see Virtual Standby Monitoring Tasks (see page 86).

m  Support and Community Access--Provides a mechanism that lets you initiate
various support-related functions.

Note: For more information about Support and Community Access, see the CA
ARCserve D2D documentation.

How to Use the Servers List

The Servers list on the Virtual Standby Summary screen displays a list of source servers
that a monitoring server is protecting. The list sorts servers by their current status. For
example, All, Action Required, Source Running, and so on.

To perform maintenance tasks or to view information about a CA ARCserve D2D node,
click the Virtual Standby tab and then click the server as illustrated by the following
screen:

A ARCserve DED ¥irtual Stan

Sources <5

Filtet: | Enter server name >
4 RAN(2)
B drmcsutechvornz
Hdrmcsutechvornl
4 mSuurce Running (2}
B dmcsutechvemz

B dmesutectvorml

View Summary Information about the Latest Virtual Standby Job

The Node screen lets you view summary information about the last Virtual Standby
(conversion) job for a node. You can view information about Virtual Standby jobs that
completed successfully and unsuccessfully.

Follow these steps:

1. Login the Virtual Standby server.

Click Nodes on the Navigation bar to open the Node screen.
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2.

In the Status column, roll your mouse pointer over one of the following displayed
icons:

a Successful
Warning
0 Error/Failed

The Node Status Summary message box appears and provides you with the
following results for the most recent successful Virtual Standby job:

Most Recent Virtual Standby

The date and time the most recent Virtual Standby job that completed
successfully or unsuccessfully.

Recovery Point Snapshots

Displays the number of recovery points that are converted for the node as of
the Most Recent Virtual Standby.

Destination Status

Displays the amount of available free disk space on the Virtual standby
destination. The destination can consist of the following:

m  An ESX Server data store that is used to convert to an ESX Server system.

m  Free disk space on the volume where a Hyper-V server stores the recovery
point snapshots.

Move your mouse pointer away from the Status icon to close the Node Status
Summary message box.

You can view more information about the latest successful or unsuccessful Virtual
Standby job in the following fields:

Last Conversion Results

Results of the latest Virtual Standby job that completed successfully or
unsuccessfully. For example, Finished, Canceled, Failed.

Last Conversion Time

The date and time the most recent successful or unsuccessful Virtual Standby
job completed.
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Monitor the Status of Virtual Conversion Jobs

Virtual Standby lets you monitor the status of in-progress virtual conversion jobs. In
addition, Virtual Standby lets you view summary information about the virtual
conversion data and the virtual machines that are protecting your CA ARCserve D2D
source servers.

To monitor the status of virtual conversion jobs
1. Open Virtual Standby click Nodes in the Navigation bar.
The Node screen displays.

2.  From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes associated with the specified group.

3. Browse to and click the node that you want to log in to and then click Login D2D
from the pop-up menu.

CA ARCserve D2D opens.

Note: If a new browser window does not open, verify that the pop-up options for
your browser allow all pop-ups or pop-ups only for this website.

4. Click the Virtual Standby tab.

(Optional) If the CA ARCserve D2D server is a monitor server, click the Server list,
expand All, Source Running, or Action Required and click the server that you want
to monitor.

Virtual Standby displays information about in-progress virtual conversion jobs and
summary information about virtual conversion jobs and the virtual machine that is
protecting the server.

Virtual Conversion Summary - ded2-vm-2003

Meost Recent Cenversion Destination Status
321/2011 11:31:40 AN C:\ has 41.59 GB free space

Recovery Point Snapshots
1 available recovery point snapshots of 24

Volume: C:A

@

46 GO 41.58G
: irtual Standby Others Free

@
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View Virtual Standby Settings for Source Servers

The Virtual Standby Summary screen displays information about the virtual machines
that are protecting source servers.

Yirtual Machine Information

Type:
ESX Host Name:
Yersion:

Virtual Machine Name:
Processor:

Menmory:

Data Store:

Network Adapter:

Broadcom BCM5708C NetXtreme II GigE (NDIS ¥YBD Client)

Adapter Type:
Network Connection: W Metwork

Broadcom BCM5708C NetXtreme II GigE (NDIS ¥YBD Client)
Adapter Type:

Whlware ESK -
172.24.012.002
4.1.0

reena-phy
1

1024 ME
datastorel

E1000

E1000 |

Network Connection: W Metwork LI

View the Recovery Point Snapshots List

The Virtual Standby screen displays a list of the most recent recovery point snapshots.

The list box displays the date and time the backup of the CA ARCserve D2D server

completed.

From the list of recovery point snapshots list, you can power on virtual machines. For
more information, see Power On Recovery Point Snapshots.

Recovery Point Snapshots - Ready to Power on

Time of backup

5772011 11:49:04 AM
72011 11:34:04 &K
SFR2011 11:19:06 A
SF2011 11:04:12 AR
TR0 11:01:22 AM
72011 10:49:08 Ak
TR0 10:30:35 A

ST2011 12:18:30 A

Action

Power On YM from this Snapshot

Povver On WM from this Snapshot

Povver On WM from this Snapshot

Povver On WM from this Snapshot

Povver On WM from this Snapshot

Povver On WM from this Snapshot

Povver On WM from this Snapshot

Povver On WM from this Snapshot

Note: If the Virtual Standby destination is a VMware ESX server, the maximum number
of recovery point snapshots that are displayed is 29. If the Virtual Standby destination is
a Microsoft Hyper-V server, the maximum number of recovery point snapshots that are

displayed is 24.
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CA ARCserve Central Virtual Standby Monitoring Tasks

Virtual Standby lets you perform the following monitoring tasks:

Pause and resume heartbeats.
Pause and resume Virtual Standby jobs.

View Activity Log data about virtual conversions and recovery point snapshots (see
page 86).

Power on recovery point snapshots.

View Activity Log Data about Jobs

Virtual Standby lets view Activity Log information about Virtual Conversion jobs. The
Activity Log contains Virtual Conversion job records for the CA ARCserve D2D source
servers that you are protecting.

Note: The Activity Log (activity.log) is stored in the following directory on the server
where CA ARCserve D2D is installed:

C:\Program Files\CA\ARCserve D2D\Logs

To view Activity Log data about jobs

1.

Open Virtual Standby and click Nodes on the Navigation bar.
The Node screen displays.

From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes associated with the specified group.

Browse to and click the node that you want to log in to and then click Login D2D
from the pop-up menu.

CA ARCserve D2D opens.

Note: If a new browser window does not open, verify that the pop-up options for
your browser allow all pop-ups or pop-ups only for this website.

Click the Virtual Standby tab.

Virtual Standby Summary screen opens.
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(Optional) If you logged in to a monitoring server, expand All or Server Running
from the Servers list, and click the node whose Activity Log data you want to view.

From the Virtual Conversion Tasks list located on the right side of the Virtual
Standby Summary screen, click View Logs.

The Activity Log window opens.

Mavigation Bar

Activity Log b4
V4 esgelt o4 b Displaying 1 - 2501 33 | 3 Delete
Type Jok 10 Time Message
0 D011 211045 P :ﬁ#g?s{:;o;aeraﬁon failed with HTTP Error code: 12180, Plesse contact network 2
,\b\' T 20352011 11:00:04 Ak Catalog generstion process successtul.

@ 7 20372001 11:00:04 Ak Update of cluster map information successful.

,\b\' T 20352011 11:00:04 Ak Update of session information successful.

(‘y\ 7 20372001 11:00:04 Ak Move of catalog file to session folder successful

'\,\I 7 2032001 11:00:04 AM Generation of index: file for volume C: successful.

0 7 20372011 11:00:03 Ak Generation of catalog file for volume C successful

@ 2132011 11:00:00 &AM :r:g:l:s\:r?tl;:;:restignoj;l;ifna:sniis:?z:;;\icansa failure. Please contact your account =
“ 7 23011 10:59:59 AM 1885:3535::002i]ljg;?'igaa?niis[:ﬂll.\lumber:[sﬂ], Jok ID=[E], Backup Time={2011-02-03

@ 7 2032011 10:58:59 AM Start to verify the number of recovery points.

,\b\‘ 7 20352011 10:58:59 Ak Start to verify merged sessions.

,\b\‘ T 21302011 10:58:53 A Start to generate catalog for file system.

Q 7 20352011 10:59:58 A Initizlization of backup destinstion successful.

'\b\l 7 20302001 10:53:58 AM Parse process of job script successtul j

OK Help

Use the Navigation bar to search for and view Activity Log records. The following
icons appear on the Activity Log:

P

Information

O Warning
w Error

Note: For information about deleting activity log records, see Delete Activity Log
Records (see page 88).
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Delete Activity Log Records

Virtual Standby lets you manage the overall size of Activity Log data. The Activity Log
contains job records for the CA ARCserve D2D source nodes that you are protecting. If
you are protecting a large quantity of source servers, you perform frequent backups, or
both, the Activity Log can consume a large amount of disk space on the CA ARCserve
D2D node.

You can delete Activity Log records that are older than a specified date or delete all
Activity Log records.

Note: The Activity Log (activity.log) is stored in the following directory on the server
where CA ARCserve D2D is installed:

C:\Program Files\CA\ARCserve D2D\Logs

To delete Activity Log records
1. Open Virtual Standby and click Nodes on the Navigation bar.
The Node screen displays.

2.  From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes associated with the specified group.

3. Browse to and click the node that you want to log in to and then click Login D2D
from the pop-up menu.

CA ARCserve D2D opens.

Note: If a new browser window does not open, verify that the pop-up options for
your browser allow all pop-ups or pop-ups only for this website.

4. Click the Virtual Standby tab.
Virtual Standby Summary screen opens.

5. (Optional) If you logged in to a monitoring server, expand All or Server Running
from the Servers list, and click the node whose Activity Log data you want to delete.

6. From the Virtual Conversion Tasks list located on the right side of the Virtual
Standby Summary screen, click View Logs.

The Activity Log window opens.
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Click Delete on the toolbar.

The Delete Activity Log dialog opens.

Click one of the following options:

m Delete all log records--Lets you delete all job records in the Activity Log.

Note: Use this option with care. You cannot recover deleted Activity Log
records.

m  Delete all log records older than--Lets you delete all job records in the Activity
Log that are older than the date that you specify.

Click OK.

The records are deleted from the Activity Log.

View Status Information About Virtual Standby Jobs from the Virtual Standby

Server

CA ARCserve Central Virtual Standby converts CA ARCserve D2D recovery points to
recovery point snapshots. You can view status information about in-progress Virtual
Standby jobs.

Optionally, you can access the status information from the Virtual Standby server or
directly from the node. For information about how to access status information from
the nodes, see View Status Information About Virtual Standby Jobs from the Nodes (see
page 90).

Follow these steps:

1.

Log in the Virtual Standby server.
Click Nodes on the Navigation bar to open the Node screen.

If there are in-progress Virtual Standby jobs, the phase of the job appears in the Job
field as illustrated by the following screen:

[l Mode Name Policy Virtual Machine N... Job
& comp-001 New Policy 2k3x8ed2d-1 E&C:N“E:lirq to 17224 men i |

Click the phase to open the Virtual Standby Status Monitor dialog.

Note: For information about the fields that appear on the Virtual Standby Status
Monitor, see Virtual Standby Status Monitor (see page 91).

Click Close to close the Virtual Standby Status Monitor dialog.
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View Status Information About Virtual Standby Jobs from the Nodes

CA ARCserve Central Virtual Standby converts CA ARCserve D2D recovery points to
recovery point snapshots. You can view status information about in-progress conversion
jobs.

Optionally, you can access the status information from the Virtual Standby server or
directly from the node. For information about how to access status information from
the Virtual Standby server, see View Status Information About Virtual Standby Jobs from
the Virtual Standby Server (see page 89).

Follow these steps:

1.

Open the application and click Nodes in the Navigation bar.
The Node screen displays.

From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes associated with the specified group.

Browse to and click the node that you want to log in to and then click Login D2D
from the pop-up menu.

You are logged in to the CA ARCserve D2D node.

Note: If a new browser window does not open, verify that the pop-up options for
your browser allow all pop-ups or pop-ups only for this website.

Click the Virtual Standby tab.
The Virtual Standby Summary screen opens.

If there is an in-progress Virtual Standby job, a status dialog appears in the Job
Monitor field as illustrated by the following:

Job Monitor

* Virtual Standby (Processing session 1 of total 1)
Processing backup session created at: 3/25/2011 11:39:54 PM

Estimated Time Remaining:  01:45:32 [2096](504.75 MB of 8.09 GB) Il oetai |

Click Detail to open the Virtual Standby Status Monitor.

Note: For information about the fields that appear on the Virtual Standby Status
Monitor, see Virtual Standby Status Monitor (see page 91).

Click Close to close the Virtual Standby Status Monitor dialog.
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Virtual Standby Status Monitor
The Virtual Standby Status Monitor displays the following real-time information about
the Virtual Standby job:
Phase
Displays the current phase of the conversion process.
Cancel Job
Lets you terminate the conversion job.
Processing

Displays the overall progress of the conversion job and the session number of the
recovery point that the application is converting.

Current Provision Point
Displays status information about the session that the application is converting.
Source sessions
Specifies the session number that the application is converting.
Start Time
Displays the date and time the application started to convert the session.
Elapsed Time

Displays the length of time that elapsed since the application started to convert
the current session.

Throughput
Displays the rate that the application is converting the session.
Estimated Time Remaining

Displays the estimated length of time remaining to convert the current source
session.

All Sessions

Displays status information about all of the sessions in the recovery point that the
application is converting.

Number of Sessions Converted
Displays the total number sessions in the provision point that were converted.

Elapsed Time

Displays the length of time that elapsed since the application started to convert all
sessions contained in the recovery point.
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Estimated Time Remaining

Display the estimated length of time remaining to convert all sessions contained in
the recovery point.

Number of Sessions Pending

Displays the number of sessions pending to be converted.

View Information About Policies Assigned to CA ARCserve D2D Nodes

The application lets you view information about the conversion policies that are
assigned to CA ARCserve D2D nodes.

To view information about policies assigned to CA ARCserve D2D nodes

1.

Open the application and click Nodes in the Navigation bar.
The Node screen displays.

From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes associated with the specified group.

Browse to and click the node that you want to log in to and then click Login D2D
from the pop-up menu.

You are logged in to the CA ARCserve D2D node.

Note: If a new browser window does not open, verify that the pop-up options for
your browser allow all pop-ups or pop-ups only for this website.

Click the Virtual Standby tab.

The Virtual Standby summary screen appears.

From the Virtual Standby Tasks list, click Virtual Standby Settings.
The Virtual Standby Settings dialog opens.

The Virtual Standby Settings dialog lets you the view information about the
Virtualization Server, the Virtual Machine, the Stand-in Server, and the Preferences
defined in the policy that is assigned to the CA ARCserve D2D node. You cannot edit
the policies assigned to the CA ARCserve D2D from the Virtual Standby Settings
dialog.

Note: For information about how to edit policies, see Edit Policies.

Click Cancel to close the Virtual Standby Settings dialog.
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Virtual Standby Settings

The Virtual Standby Settings dialog contains information about the policy assigned to
the node. You cannot edit polices from this dialog. For more information, see Edit

Policies.

The following options appear on the Virtual Standby tab:

Virtualization Server Options

VMware Systems:

The following options apply to VMware systems:

Virtualization type--VMware.

ESX Host/vCenter--Identifies the host name of the ESX or vCenter Server
system.

User Name--ldentifies the user name that is required to log in to the VMware
system.

Password--ldentifies that a password for User Name is required to log in to the
VMware system.

Protocol--Displays the communication protocol used between the source CA
ARCserve D2D node and the monitoring server.

Port--Identifies the port used for data transfer between the source server and
the monitoring server.

Monitoring:

The following options apply to VMware systems.

Monitor Server--Ildentifies the host name of the server that monitors the
source server.

User Name--ldentifies the user name that is required to log in to the
monitoring server.

Password--ldentifies that a password for User Name is required to log in to the
monitor server.
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Protocol--Identifies the communication protocol used between the CA
ARCserve Central Virtual Standby server and the ESX Server system (monitoring
server).

Port--ldentifies the port used for data transfer between the CA ARCserve
Central Virtual Standby server and the ESX Server system (monitoring server).

Use monitor server as proxy for data transfer--Identifies that the monitor
server copies the conversion data from the CA ARCserve D2D source server to
the ESX Server datastore.

Note: The Use monitor server as proxy for data transfer option is enabled by
default. You can disable this option to allow the CA ARCserve D2D source
server to copy the conversion data directly to the ESX Server datastore.

Hyper-V Systems:

The following options apply to Hyper-V systems:

Virtualization type--Hyper-V.
Hyper-V Host Name--ldentifies the host name of the Hyper-V system.

User Name--Identifies the user name that is required to log in to the Hyper-V
system.

Password--Identifies that a password for User Name is required to log in to the
Hyper-V system.

Port--ldentifies the port used for data transfer between the source server and
the monitoring server.

Virtual Machine Options

VMware Systems:

VM Name Prefix--Identifies the prefix added to the display name for the virtual
machine on the ESX Server system.

Default value: CAVM_

VM Resource Pool--Identifies the name of resource pool where the standby
virtual machine is grouped.
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Datastore--Identifies the location where you want to store the conversion data.

m Use one datastore for all virtual machine source disks--Indicates that the
application copies all of the disks related to the virtual machine to one
data store.

m  Choose a datastore for each VM source disk--Indicates that the
application copies disk-related information for the virtual machine to the
corresponding datastore.

Networks--Identifies the NICs, virtual networks, and paths that the ESX Server
system uses to communicate with the virtual machines.

m  Connect all virtual NICs to the following virtual network--Identifies the
virtual NICs that are mapped to the virtual network. This option is specified
when the virtual machine contains virtual NICs and a virtual network.

m Choose a virtual network for each virtual NIC--Identifies the name of the
virtual network that you want the NIC to use to communicate.

CPU Count--ldentifies the minimum and maximum CPU count supported by the
standby virtual machine.

Memory--ldentifies the total amount of RAM in MB allocated for the standby
virtual machine.

Hyper-V Systems:

VM Name Prefix--Identifies the prefix added to the display name for the virtual
machine on the Hyper-V system.

Default value: CAVM_

Path--Identifies the location on the Hyper-v Server where the conversion data
is stored.

Networks--Identifies the NICs, virtual networks, and paths that the Hyper-V
server uses to communicate with the virtual machines.

CPU Count--Identifies the minimum and maximum CPU count supported by the
standby virtual machine.

Memory--ldentifies the total amount of RAM in MB allocated to the standby
virtual machine.

Chapter 5: Using CA ARCserve Central Virtual Standby 95



CA ARCserve Central Virtual Standby Monitoring Tasks

Stand-in Settings

Recovery:

Manually start the Virtual Machine--Indicates that the virtual machines are
powered on and provisioned manually when the source server fails or stops
communicating.

Automatically start the Virtual Machine--Indicates that the virtual machines
are powered on and provisioned automatically when the source server fails or
stops communicating.

Heartbeat Properties:

Timeout--ldentifies the length time that the monitor server must wait for a
heartbeat before it powers on a recovery point snapshot.

Frequency--ldentifies the frequency that the source server communicates
heartbeats to the monitor server.

The following options appear on the Preferences tab:

Email Alerts:

Missing heartbeat for source machine--Indicates that Virtual Standby sends
alert notifications when the monitor server does not detect a heartbeat from
the source server.

VM powered on for source machine configured with auto power
ON--Indicates that Virtual Standby sends alert notifications when it powers on
a virtual machine that was configured to power on automatically when a
heartbeat is not detected.

Missing heartbeat for source machine configured with manual power
ON--Indicates that Virtual Standby sends alert notifications when it does not
detect a heartbeat from a source server that is not configured to power on
automatically.

VM storage free space less than--Indicates that Virtual Standby sends alert
notifications when it detects insufficient free disk space on the defined
hypervisor path. The detection occurs when the amount of free disk space is
less than the user-defined threshold. The threshold can be defined either an
absolute value (MB) or as a percentage of the capacity of the volume.

Virtual Standby errors/failure/crash--Indicates that Virtual Standby sends alert
notifications when it detects an error that occurred during the conversion
process.

Virtual Standby success--Indicates that the process of creating a virtual
standby virtual machine completed successfully.
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- Hypervisor is not reachable--Indicates that Virtual Standby sends alert
notifications when it detects that it cannot communicate with the ESX Server
system or the Hyper-V system.

- License failure--Indicates that Virtual Standby sends alert notifications upon
detection of licensing problem on Virtual Standby servers, source servers, and
monitoring servers.

— The Virtual Standby did not start successfully from the Recovery Point
Snapshot--Indicates that the process of creating a virtual standby virtual
machine from a recovery point snapshot did not complete successfully.

Pause and Resume Virtual Standby Jobs from the Virtual Standby Server

Virtual conversion is the process where Virtual Standby converts CA ARCserve D2D
recovery points from source nodes to virtual machine data files named recovery point
snapshots. In the event a source node fails, Virtual Standby uses the recovery point
snapshots to power on a virtual machine for the source node.

As a best practice, allow the virtual conversion process to operate continuously.
However, if you want to pause the virtual conversion process on local and remote
Virtual Standby servers temporarily, you can do so from the Virtual Standby server.
After you correct the problems on the source node, you can resume the virtual
conversion process.

When you pause Virtual Standby jobs (conversion jobs), the pause operation does not
pause the conversion job that is currently in progress. The pause operation applies to
only the job that is expected to run at the end of the next CA ARCserve D2D backup job.
As a result, the next conversion job does not start until you explicitly resume the
(paused) conversion job.

Note: Optionally, you can pause and resume Virtual Standby jobs directly from the
nodes. For more information, see Pause and Resume Virtual Standby Jobs from the
Nodes.

Follow these steps:

1. Login the Virtual Standby server and click Nodes on the Navigation bar to open the
Node screen.

2. Do one of the following actions to specify the nodes that you want to pause or
resume Virtual Standby jobs:

m  Node level: Click the group containing the nodes that you want to pause or
resume and then click the check box next to the nodes that you want to pause
or resume.

m  Group level: Click the group containing the nodes that you want to pause or
resume.
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3. Do one of the following:
m  Click Virtual Standby on the toolbar and click Pause or Resume on the pop-up

menu to pause conversion jobs temporarily.

Click the selected group, or click the nodes, and click Pause Virtual Standby or Resume
Virtual Standby on the pop-up menu to resume conversion jobs.

Pause and Resume Virtual Standby Jobs from the Nodes

Virtual conversion is the process where Virtual Standby converts CA ARCserve D2D
recovery points from source nodes to virtual machine data files named recovery point
snapshots. In the event a source node fails, Virtual Standby uses the recovery point
snapshots to power on a virtual machine for the source node.

As a best practice, allow the virtual conversion process to operate continuously.
However, if you want to pause the virtual conversion process on local and remote
Virtual Standby servers temporarily, you can do so from the Virtual Standby server.
After you correct the problems on the source node, you can resume the virtual
conversion process.

When you pause Virtual Standby jobs (conversion jobs), the pause operation does not
pause the conversion job that is currently in progress. The pause operation applies to
only the job that is expected to run at the end of the next CA ARCserve D2D backup job.
As a result, the next conversion job does not start until you explicitly resume the
(paused) conversion job.

Note: Optionally, you can pause and resume virtual standby jobs from the Virtual
Standby server. For more information, see Pause and Resume Virtual Standby Jobs from
the Virtual Standby Server.

Follow these steps:

1. Open Virtual Standby and click Nodes on the Navigation bar to open the Node
screen.

2. From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to to display all nodes associated with
the specified group.

3. Browse to and click the node that you want to pause or resume and click Login D2D
from the pop-up menu to open CA ARCserve D2D.

4. Click the Virtual Standby tab to open the Virtual Standby Summary screen.

5. (Optional) If you logged in to a monitoring server, expand All or Source Running
from the Servers list, and click the node whose virtual standby job you want to
pause or resume.

Note: When the virtual standby conversion job is running, Pause Virtual Standby
appears in the Virtual Standby task list. When the Virtual Standby conversion job is
not running, Resume Virtual Standby appears in the Virtual Standby task list.
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6. Do one of the following:

m  Click Pause Virtual Standby to pause conversion jobs temporarily.

Click Resume Virtual Standby to resume conversion jobs.

Pause and Resume Heartbeats from the Virtual Standby Server

Virtual Standby lets you pause and resume the heartbeats that are detected by the
monitoring server. The heartbeat is the process where the source server and monitoring
server communicate about the health of the source server. If the monitoring server does
not detect a heartbeat after a specified length of time, Virtual Standby provisions the
virtual machine to function as the source node.

Examples: When to Pause or Resume Heartbeats

The following examples describe when to pause and resume heartbeats:

m  Pause the heartbeat when you want to offline a node (source server) for
maintenance.

m  Resume the heartbeat after the maintenance tasks are complete and the node
(source server) is online.

Be aware of the following behavior:

®m  You can pause and resume heartbeats at the group level or at the individual node
level.

®m  You can pause and resume heartbeats for one or more nodes in one step.

m  CA ARCserve Central Virtual Standby does not power on recover point snapshots
while the heartbeat is in a paused state.

m  When you upgrade CA ARCserve D2D installations on source nodes, CA ARCserve
Central Virtual Standby pauses the heartbeat for the nodes. To help ensure that
monitor servers monitor the upgraded nodes, resume the heartbeat for the nodes
after you complete the upgrades on the nodes.

Note: Optionally, you can pause or resume heartbeats from the Virtual Standby
Summary screen on the node. For more information, see Pause and Resume Heartbeats
from the Nodes.

Chapter 5: Using CA ARCserve Central Virtual Standby 99



CA ARCserve Central Virtual Standby Monitoring Tasks

Follow these steps:

1.

Log in the Virtual Standby server.
Click Nodes on the Navigation bar to open the Node screen.

Do one of the following actions to specify the nodes that you want to pause or
resume:

m  Node level: Click the group containing the nodes that you want to pause or
resume and then click the check box next to the nodes that you want to pause
or resume.

Group level: Click the group containing the nodes that you want to pause or
resume.

Then do one of the following actions to pause or resume the heartbeat:

m Click Heartbeat on the toolbar and click Pause or Resume on the pop-up menu
as illustrated by the following screen:

m Pause
D Resume
m  Right-click the selected group or right-click the nodes and click Pause Heartbeat

or Resume Heartbeat on the pop-up menu as illustrated by the following
screen:

Groups &« Node Name Policy

4 [£3 Default Groups B gt e
Ed Al nodes e
E]Unassigned
ESQL Server } )
E Exchange Log in to Monitor Server

ECustom Groups

Pause Heartbeat

Resume Heartbeat

Pause Virtual Standby
Resume Virtual Standby
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Pause and Resume Heartbeats from the Nodes

Virtual Standby lets you pause and resume the heartbeats that are detected by the
monitoring server. The heartbeat is the process where the source server and monitoring
server communicate about the health of the source server. If the monitoring server does
not detect a heartbeat after a specified length of time, Virtual Standby provisions the
virtual machine to function as the source node.

Examples: When to Pause or Resume Heartbeats

The following examples describe when to pause and resume heartbeats:

m  Pause the heartbeat when you want to offline a node (source server) for
maintenance.

m  Resume the heartbeat after the maintenance tasks are complete and the node

(source server) is online.

Note: Optionally, you can pause and resume heartbeats from the Node screen on the
Virtual Standby server. For more information, see Pause and Resume Heartbeats from
the Virtual Standby Server.

Follow these steps:
1. Login the Virtual Standby server.
Click Nodes on the Navigation bar to open the Node screen.

2.  From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes associated with the specified group.

3. Browse to and click the node that you want pause or resume the heartbeat and
click Login D2D from the pop-up menu.

CA ARCserve D2D opens.

4. Click the Virtual Standby tab.

Virtual Standby Summary screen opens.

5. (Optional) If you logged in to a monitoring server, expand All or Server Running
from the Servers list, and click the node whose heartbeat you want to pause or
resume.

Note: If the heartbeat is running, Pause Heartbeat appears in the Virtual Conversion
task list. If the heartbeat is not running, Resume Heartbeat appears in the Virtual
Conversion task list.
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6. Do one of the following:

m If the heartbeat is running, click Pause Heartbeat to pause the heartbeat
temporarily.

Example: You want to bring the server offline to perform maintenance tasks.

m [f the heartbeat is not running (paused), click Resume Heartbeat to resume the
heartbeat.

Example: The maintenance tasks are complete and you want to bring the
server online.

The heartbeat pauses or resumes.

Change Server Communication Protocol

By default, CA ARCserve Central Applications use the Hypertext Transfer Protocol (HTTP)
for communication among all of its components. If you are concerned about the security
of passwords that are communicated between these components, you can change the
protocol being used to Hypertext Transfer Protocol Secure (HTTPS). When you do not
need this extra level of security, you can change the protocol being used to HTTP.

Follow these steps:

1. Login to the computer where the application is installed using an administrative
account or an account with administrative privileges.

Note: If you do not log in using an administrative account or an account with
administrative privileges, configure the Command Line to run using the Run as
Administrator privilege.

2. Open Windows Command Line.
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3. Do one of the following:

To change the protocol from HTTP to HTTPS:

Launch the "changeToHttps.bat" utility tool from the following default location
(the location of the BIN folder can vary depending upon where you installed
the application):

C:\Program Files\CA\ARCserve Central Applications\BIN

When the protocol has been successfully changed, the following message
displays:

The communication protocol was changed to HTTPS.
To change the protocol from HTTPS to HTTP:

Launch the "changeToHttp.bat" utility tool from the following default location
(the location of the BIN folder can vary depending upon where you installed
the application):

C:\Program Files\CA\ARCserve Central Applications\BIN

When the protocol has been successfully changed, the following message
displays:

The communication protocol was changed to HTTP.

Restart the browser and reconnect to CA ARCserve Central Applications.

Note: When you change the protocol to HTTPS, a warning displays in the web
browser. This behavior occurs because of a self-signed security certificate that
prompts you to ignore the warning and proceed or add that certificate to the
browser to prevent the warning from coming back in future.
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Chapter 6: Power On Virtual Standby
Virtual Machines

This section contains the following topics:

How to Power On Local Virtual Standby Virtual Machines (see page 105)

How to Power On Remote Virtual Standby Virtual Machines (see page 112)

How the Application Determines the Quantity of NICs to Power ON (see page 118)
How to Protect Powered On Virtual Standby Virtual Machines (see page 120)

How to Power On Local Virtual Standby Virtual Machines

This scenario describes how storage managers can pause and resume heartbeats from
the virtual standby server, pause and resume the virtual conversion process from the
virtual standby server, automatically power on virtual standby machines, and how to
protect the virtual machines after the machines are powered on.

CA ARCserve D2D Destination

Hypervisor System
Wirtual Stanidby Application
Source Servers /

Monitor Server
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The following table lists the topics that describe the tasks for powering on virtual
standby machines:

Task See Topic

Power on virtual standby virtual machines Power On Virtual Standby Virtual
automatically from recovery point Machines from Recovery Point Snapshots
snapshots when the monitoring server (see page 106)

cannot detect a heartbeat from the source

server.

Protect the virtual standby virtual Protect Virtual Standby Virtual Machines
machines after the virtual machines are After it is Powered On (see page 110)
powered on.

Power On Virtual Standby Virtual Machines from Recovery Point Snapshots

Virtual Standby can be configured to power on Virtual Standby virtual machines from
recovery point snapshots automatically when the monitoring server does not detect a
heartbeat from the source server. Optionally, Virtual Standby lets you power on Virtual
Standby virtual machines from recovery point snapshots manually in the event a source
server fails, an emergency occurs, or you want to offline a source node for maintenance.

Note: The following steps describe how to power on Virtual Standby virtual machines
from recovery point snapshots manually. For information about how to allow Virtual
Standby to power on Recovery Point Snapshots automatically, see Create CA ARCserve
Central Virtual Standby Policies (see page 40).

Follow these steps:

1. Open Virtual Standby and click Nodes on the Navigation bar to open the Node
screen.

2. From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D node that you want to log in to.

The nodes list displays all nodes that are associated with the specified group.
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3. Browse to and click the node that you want to power on from a recovery point
snapshot and click Standby VM from the Actions toolbar.

The Recovery Point Snapshot dialog opens.
4. On the Recovery Point Snapshot dialog, do one of the following options:

m  Select a date and time range of the recovery point snapshot to power on the
virtual machine.

OR

m  Select "Power on the standby virtual machine with customized network
configurations" check box to open the Standby VM Network Configuration
dialog.

Note: If the standby virtual machine was not configured yet, the link "The
standby virtual machine network is not configured." is displayed. Click this link
to configure the network.

Click Save. The settings are saved for the virtual standby virtual machine.
Click Close and the Recovery Point Snapshot dialog appears.
Click Power On VM.

The virtual machine is powered on using the data contained in the recovery point
snapshot.

Note: After the virtual machine is powered on, you can be prompted to restart the
computer one or more times. This behavior occurs because VMware installs VMware
Tools on the virtual machine or Windows Hyper-V installs Integration Services on the
virtual machine.

After you power on Virtual Standby virtual machines from recovery point snapshots, you
may need to complete the following tasks:

m  Activate the Windows operating system that is running on the virtual machine.

m  Start CA ARCserve D2D backups on the virtual machine.

Note: For information about creating and assigning CA ARCserve D2D backup
policies using CA ARCserve Central Protection Manager, see the CA ARCserve
Central Protection Manager User Guide.

m  Update CA ARCserve Central Virtual Standby with the host name, IP address, and
the login credentials for the virtual machine.

m  Assign the node to a policy.

Note: This task is required only when you want to create recovery point snapshots for
the virtual machine that was powered on. For more information, see Assign Nodes to a

Policy (see page 51).
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Power on Virtual Standby Virtual Machines from Hyper-V Manager

When you want to power-on Virtual Standby virtual machines manually, the best
practice is to power on the virtual machines from the Virtual Standby screen on the CA
ARCserve D2D server. For more information, see Power on Virtual Standby Virtual
Machines from Recovery Point Snapshots. However, if you want to start the Virtual
Standby virtual machines from the Hyper-V server, you can do so using Hyper-V
Manager.

Note: The Hyper-V Manager lets you access the recovery point snapshots that CA
ARCserve Central Virtual Standby created to protect the node. You should not delete the
snapshots. When you delete the snapshots, the relationship between the data
contained in the snapshots becomes inconsistent the next time a Virtual Standby runs.
With inconsistent data, you cannot power on Virtual Standby virtual machines properly.
To power on Virtual Standby virtual machines from Hyper-V Manager

1. Login to the Hyper-V server that is monitoring the nodes that you are protecting.

2. Start Hyper-V Manager by doing the following:

Click Start, click All Programs, click Administrative Tools, and then click Hyper-V
Manager.

Hyper-V Manager opens.

3. From the Hyper-V Manager directory tree, expand Hyper-V Manager and click the
Hyper-V server containing the virtual machine that you want to power on.

The virtual machines associated with the specified hyper-V server display in the
Virtual Machines list in the center pane.
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4. Do one of the following:

m  To power on the virtual machine using the latest snapshot: In the Virtual
Machines list, right-click the virtual machine that you want to power on and
click Start on the pop-up menu.

m  To power on the virtual machine using an older snapshot:

a. Inthe Virtual Machines list, click the virtual machine that you want to
power on.

The snapshots associated with the virtual machine display in the Snapshots
list.

b. Right-click the snapshot that you want to use to power on the virtual
machine and click Apply on the pop-up menu.

The Apply Snapshot dialog opens.
c. Click Apply.

d. Inthe Virtual Machines list, right-click the virtual machine that you want to
power on and click Start on the pop-up menu.

The Virtual Standby virtual machine is powered on.

If necessary, you can back up the virtual machines and create recovery point snapshots
after you power on the virtual machine. For more information, see Tasks to Perform
After Powering on Virtual Standby Virtual Machines.

Power on Virtual Standby Virtual Machines from VMware vSphere Client

When you want to power-on Virtual Standby virtual machines manually, the best
practice is to power on the virtual machines from the Virtual Standby screen on the CA
ARCserve D2D server. For more information, see Power on Virtual Standby Virtual
Machines from Recovery Point Snapshots. However, if you want to start the Virtual
Standby virtual machines from the ESX Server or the vCenter Server system, you can do
so using VMware vSphere Client.

Note: The VMware vSphere Client lets you access the recovery point snapshots that CA
ARCserve Central Virtual Standby created to protect the node. You should not delete the
snapshots. When you delete the snapshots, the relationship between the data
contained in the snapshots becomes inconsistent the next time a Virtual Standby runs.
With inconsistent data, you cannot power on Virtual Standby virtual machines properly.
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To power on Virtual Standby virtual machines from VMware vSphere Client

1. Open VMware vSphere Client and log in to the ESX Server or vCenter Server system
that is monitoring the nodes that you are protecting.

From the directory tree, expand the ESX Server system or the vCenter Server
system, locate, and click the virtual machine that you want to power on.

2. Do one of the following:

m  To power on the virtual machine using the latest snapshot: Click the Getting
Started tab and then click Power on the virtual machine located on the bottom
the screen.

m  To power on the virtual machine using an older snapshot:

a. Click the Snapshot Manager button on the toolbar.

5]

The Snapshots for (virtual machine name) dialog opens to display a list of
snapshots that are available for the virtual machine.

b. From the list of snapshots, click the snapshot that you want to use to
power on the virtual machine and then click Go to.

The Virtual Standby virtual machine is powered on.
If necessary, you can back up the virtual machines and create recovery point snapshots

after you power on the virtual machine. For more information, see Tasks to Perform
After Powering on Virtual Standby Virtual Machines.

Protect Virtual Standby Virtual Machines After it is Powered On

After a Virtual Standby virtual machine is powered on (either manually or
automatically), the CA ARCserve D2D backup job and the Virtual Standby job will not run
as they were scheduled. To resume the jobs after the Virtual Standby virtual machine is
powered on, do the following:

1. Modify the VM Name Prefix in the Virtual Standby policy.

When CA ARCserve Central Virtual Standby powers on Virtual Standby virtual
machines, the application defines the virtual machine names of the powered on
virtual machines as the concatenation of the VM Name Prefix option specified in
the Virtual Standby policy and the host name of the source node.

110 User Guide



How to Power On Local Virtual Standby Virtual Machines

Example:

m VM Name Prefix: AA_

m  Host name of the source node: Serverl

m  Virtual machine name of the Virtual Standby virtual machine: AA_Serverl

After the Virtual Standby virtual machines are powered on, virtual machine name
conflicts can occur when you do not modify the VM Name Prefix in the Virtual
Standby policy. Problems of this type occur when the source nodes and the Virtual
Standby virtual machines reside on the same hypervisor.

For information about modifying the VM Name Prefix in the Virtual Standby policy,
see Edit Policies (see page 72). If necessary, you can update other Virtual Standby
policy settings. Optionally, you can create a new Virtual Standby Policy to protect
the Virtual Standby virtual machine. For information about creating new policies,
see Create CA ARCserve Central Virtual Standby Policies (see page 40).

After you update the policy or create a new policy, deploy the policy to the Virtual
Standby virtual machine. For more information, see Deploy Policies (see page 53).

After you deploy the policy to the Virtual Standby virtual machine, resume the
Virtual Standby job. For more information, see Pause and Resume Virtual Standby
Jobs.

After you deploy the policy, log in to CA ARCserve D2D on the Virtual Standby
virtual machine and schedule a repeat method for the CA ARCserve D2D backup
job. For more information, see the CA ARCserve D2D User Guide.

Note: CA ARCserve Central Protection Manager and CA ARCserve Central Virtual

Standby have a mechanism that lets you automatically resynchronize the policies to the

managed CA ARCserve D2D nodes on a weekly basis. This mechanism lets CA ARCserve
Central Protection Manager restart the backup jobs on the Virtual Standby virtual
machines by redeploying the policy that was in effect on the CA ARCserve D2D node to
the Virtual Standby virtual machine. The policy deployment process behaves in this
manner because the source node and the Virtual Standby virtual machine have the

same host name, which lets CA ARCserve Central Protection Manager resynchronize the

policy. The only limitation to this behavior is the CA ARCserve Central Protection
Manager server and the Virtual Standby virtual machine must be able to communicate
with each other through the network. After CA ARCserve Central Protection Manager
resynchronizes and deploys the policy to the Virtual Standby virtual machine, you then
resume the Virtual Standby job on the Virtual Standby virtual machine. For more
information, see Pause and Resume Virtual Standby Jobs.
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How to Power On Remote Virtual Standby Virtual Machines

This scenario describes how storage managers can leverage and integrate the
capabilities already available with CA ARCserve Replication to move CA ARCserve D2D
and CA ARCserve Central Host-Based VM Backup recovery points to offsite locations.
This capability enables CA ARCserve Central Virtual Standby to convert those replicated
recovery points and to register them automatically with either Microsoft Hyper-V or
VMware vCenter or ESXi.
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The following table lists the topics that describe the tasks for powering on virtual
standby machines:

Task See Topic

Power on remote virtual standby virtual Power On Remote Virtual Standby Virtual
machines from replicated recovery point Machines from Recovery Point Snapshots
snapshots when the source server fails. (see page 112)

Protect the virtual standby virtual Protect Virtual Standby Virtual Machines
machines after the virtual machines are After it is Powered On (see page 116)
powered on.

Power On Remote Virtual Standby Virtual Machines from Recovery Point
Snapshots

Virtual Standby can be configured to power on Remote Virtual Standby virtual machines
from replicated recovery point snapshots when the source server fails, an emergency
occurs, or to offline a source node for maintenance.

Note: The following steps describe how to power on Remote Virtual Standby virtual
machines from replicated recovery point snapshots.

112 User Guide



How to Power On Remote Virtual Standby Virtual Machines

Follow these steps:

1. Open Virtual Standby and click Nodes on the Navigation bar to open the Node
screen.

2. From the Groups list, click All Nodes, or click the group that contains the CA
ARCserve D2D or CA ARCserve Central Host-Based VM Backup node that you want
to login to.

The nodes list displays all nodes that are associated with the specified group.

3. Browse to and click the node with the standby virtual machines created from a
replicated recovery point to power on. Click one of the following options from the
pop-up menu:

m  Standby VM Network Configuration:

- Specify the virtual network and NIC (Network Interface Card), and TCP/IP
settings for each network adapter from the Network Adapter Settings tab.

OR

- Update the DNS servers to redirect clients from the source computer to
the virtual standby virtual machines based on the TCP/IP settings from the
DNS Update Settings tab.

m  Standby VM:

- Select a date and time range of the recovery point snapshot to power on
the virtual machine.

OR

- Select "Power on the standby virtual machine with customized network
configurations" check box to open the Standby VM Network Configuration
dialog.

Note: If the standby virtual machine was not configured yet, the link "The
standby virtual machine network is not configured." is displayed. Click this
link to configure the network.

Click Save.
The settings are saved for the remote virtual standby virtual machine.

Note: After the virtual machine is powered on, you can be prompted to restart the
computer one or more times. This behavior occurs because VMware installs VMware
Tools on the virtual machine or Windows Hyper-V installs Integration Services on the
virtual machine.
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After you power on Remote Virtual Standby virtual machines from recovery point
snapshots, you may need to complete the following tasks:

m  Activate the Windows operating system that is running on the virtual machine.
m  Start CA ARCserve D2D backups on the virtual machine.

Note: For information about creating and assigning CA ARCserve D2D backup
policies using CA ARCserve Central Protection Manager, see the CA ARCserve
Central Protection Manager User Guide.

m  Update CA ARCserve Central Virtual Standby with the host name, IP address, and
the login credentials for the virtual machine.

m  Assign the node to a policy.

Note: This task is required only when you want to create recovery point snapshots
for the virtual machine that was powered on. For more information, see Assign

Nodes to a Policy (see page 51).

Power on Remote Virtual Standby Virtual Machines from Hyper-V Manager

When you want to power-on Remote Virtual Standby virtual machines from the Hyper-V
server, you can do so using Hyper-V Manager.

Note: The Hyper-V Manager lets you access the recovery point snapshots that was
replicated by CA ARCserve Replication and High Availability and converted by CA
ARCserve Central Virtual Standby to protect the node. You should not delete the
snapshots. When you delete the snapshots, the relationship between the data
contained in the snapshots becomes inconsistent the next time a Virtual Standby runs.
With inconsistent data, you cannot power on Virtual Standby virtual machines properly.

Follow these steps:
1. Loginto the Hyper-V server that is monitoring the nodes that you are protecting.
2. Start Hyper-V Manager by doing the following:

Click Start, click All Programs, click Administrative Tools, and then click Hyper-V
Manager to open the Hyper-V Manager.

3. From the Hyper-V Manager directory tree, expand Hyper-V Manager and click the
Hyper-V server containing the virtual machine that you want to power on.

The virtual machines associated with the specified hyper-V server display in the
Virtual Machines list in the center pane.
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4. Do one of the following:

m  To power on the remote virtual machine using the latest snapshot: In the
Virtual Machines list, right-click the virtual machine that you want to power on
and click Start on the pop-up menu.

m  To power on the remote virtual machine using an older snapshot:

a. Inthe Virtual Machines list, click the virtual machine that you want to
power on.

The snapshots associated with the virtual machine display in the Snapshots
list.

b. Right-click the snapshot that you want to use to power on the remote
virtual machine and click Apply on the pop-up menu to open the Apply
Snapshot dialog.

c. Click Apply.

d. Inthe Virtual Machines list, right-click the virtual machine that you want to
power on and click Start on the pop-up menu.

The Remote Virtual Standby virtual machine is powered on.

If necessary, you can back up the remote virtual machines and create recovery point
snapshots after you power on the remote virtual machine. For more information, see
Tasks to Perform After Powering on Virtual Standby Virtual Machines.

Power on Remote Virtual Standby Virtual Machines from VMware vSphere Client

When you want to power-on Remote Virtual Standby virtual machines from the ESX
Server or the vCenter Server system, you can do so using VMware vSphere Client.

Note: The VMware vSphere Client lets you access the recovery point snapshots that was
replicated by CA ARCserve Replication and High Availability and converted by CA
ARCserve Central Virtual Standby to protect the node. You should not delete the
snapshots. When you delete the snapshots, the relationship between the data
contained in the snapshots becomes inconsistent the next time a Virtual Standby runs.
With inconsistent data, you cannot power on Virtual Standby virtual machines properly.

Follow these steps:

1. Open VMware vSphere Client and log in to the ESX Server or vCenter Server system
that is monitoring the nodes that you are protecting.

From the directory tree, expand the ESX Server system or the vCenter Server
system, locate, and click the virtual machine that you want to power on.

Chapter 6: Power On Virtual Standby Virtual Machines 115



How to Power On Remote Virtual Standby Virtual Machines

2.

Do one of the following:

m  To power on the remote virtual machine using the latest snapshot: Click the
Getting Started tab and then click Power on the remote virtual machine located
on the bottom the screen.

m  To power on the remote virtual machine using an older snapshot:

a. From the VMware vSphere Client, right-click the virtual machine name that
you want snapshots of and select Snapshot Manager. The Snapshots for
<virtual machine name> dialog open with a list of snapshots available for
the remote virtual machine.

b. From the list of snapshots, click the snapshot that you want to use to
power on the remote virtual machine and then click Go to.

The Remote Virtual Standby virtual machine is powered on.

If necessary, you can back up the virtual machines and create recovery point snapshots
after you power on the remote virtual machine. For more information, see Tasks to
Perform After Powering on Virtual Standby Virtual Machines.

Protect Remote Virtual Standby Virtual Machines After it is Powered On

After a Remote Virtual Standby virtual machine is powered on, the CA ARCserve D2D
backup job and the Virtual Standby job do not run as they were scheduled. If you want
to resume the jobs after the Remote Virtual Standby virtual machine is powered on, do
the following actions:

1.

Modify the VM Name Prefix in the Virtual Standby policy.

When CA ARCserve Central Virtual Standby powers on Remote Virtual Standby
virtual machines, the application defines the virtual machine names of the powered
on remote virtual machines as the concatenation of the VM Name Prefix option
specified in the Virtual Standby policy and the host name of the source node.

Example:

m VM Name Prefix: AA_

m  Host name of the source node: Serverl

m  Virtual machine name of the Virtual Standby virtual machine: AA_Serverl

After the Remote Virtual Standby virtual machines are powered on, virtual machine
name conflicts can occur when you do not modify the VM Name Prefix in the Virtual
Standby policy. Problems of this type occur when the source nodes and the Remote
Virtual Standby virtual machines reside on the same hypervisor.

For information about modifying the VM Name Prefix in the Virtual Standby policy,
see Edit Policies. If necessary, you can update other Virtual Standby policy settings.
Optionally, you can create a new Virtual Standby Policy to protect the Remote
Virtual Standby virtual machine. For information about creating new policies, see
Create CA ARCserve Central Virtual Standby Policies (see page 40).
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2. After you update the policy or create a new policy, deploy the policy to the Remote
Virtual Standby virtual machine. For more information, see Deploy Policies (see
page 53).

3. After you deploy the policy to the Remote Virtual Standby virtual machine, resume
the Virtual Standby job. For more information, see Pause and Resume Virtual

Standby Jobs (see page 97).

4. After you deploy the policy, log in to CA ARCserve D2D on the Remote Virtual
Standby virtual machine and schedule a repeat method for the CA ARCserve D2D
backup job. For more information, see the CA ARCserve D2D User Guide.

Note: CA ARCserve Central Protection Manager and CA ARCserve Central Virtual
Standby have a mechanism that lets you automatically resynchronize the policies to the
managed CA ARCserve D2D nodes on a weekly basis. This mechanism lets CA ARCserve
Central Protection Manager restart the backup jobs on the Remote Virtual Standby
virtual machines by redeploying the policy that was in effect on the CA ARCserve D2D
node to the Remote Virtual Standby virtual machine. The policy deployment process
behaves in this manner because the source node and the Remote Virtual Standby virtual
machine have the same host name, which lets CA ARCserve Central Protection Manager
resynchronize the policy. The only limitation to this behavior is the CA ARCserve Central
Protection Manager server and the Remote Virtual Standby virtual machine must be
able to communicate with each other through the network. After CA ARCserve Central
Protection Manager resynchronizes and deploys the policy to the Remote Virtual
Standby virtual machine, you then resume the Virtual Standby job on the Remote
Virtual Standby virtual machine. For more information, see Pause and Resume Virtual

Standby Jobs (see page 97).
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How the Application Determines the Quantity of NICs to Power
ON

While powering on virtual machines, Virtual Standby determines the quantity of NICs
(network interface cards) to power on based on whether the standby virtual machine
network is configured. The following table illustrates how Virtual Standby determines
the quantity of NICs that are required to power on standby virtual machines:

Values Defined in the Policy for VM The Power on the standby virtual = The Power on the standby virtual

Network machine with customized network machine with customized network
configurations option is not configurations option is specified
specified

The values defined are the same as  Virtual Standby powers on the Virtual Standby powers on the

the source machine. guantity on NICs defined for the qguantity NICs based on the larger of
source machine as of the last the following values:
backup job.

m  The quantity defined under
custom network configuration.

m  The quantity of NICs defined for
the source machine as of the last

backup job.
The values defined are custom Virtual Standby powers on the Virtual Standby powers on the
values. guantity of custom networks that quantity NICs based on the larger of
are defined in the policy. the following values:

m  The quantity defined under
custom network configuration.

m  The quantity of NICs defined for
the custom policy.
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The following dialog (Edit Virtual Standby Policy) illustrates the location where you
define policies that consist of custom configurations for NICs to power on:

Edit Local Virtual Standby Policy
Policy Name: Mew Local Virtual Standby Paolicy
& virtual Standby [ &IOS
ry VM Basic Settings |
Q VM Name Prafi: CAVM_
VM Resource Poal: | Mani Browse Resource Pools
z SO CPU Count: 1 =
Virtualization
Server Memary: 1024 MB

" VM Datastore

Virtual Machine

\

Stand-in Settings

@ Specify ane datastore for all virtual disks
datastorel (2)(39 GB Free)

C Specify 2 datastare for each virtual disk

~ VM Network
Specify the quantity and type of network adapters that you want to connect to the standby virtuzl machine; and specify how you
want the adapters to connect to the virtual netwark.
" 5ame number of netwark adapters as source at last backup
@ custom
Adapter

Adapter Type Connected to

L pdaptert  EL000 * VM Network

[ seve | Goncet | elp |

The customized network configuration setting specified for each node overrides the custom netwaork setting spacified in the policy.

The following dialog (Standby VM - <host_name>) illustrates the location where you
specify the Power on the standby virtual machine with customized network
configurations option:

Standby VM - WINSX86

Select one recovery point snapshot and start the virtual machine.

Time of backup
@) 2/12/2013 11:40:02 PM
(" 2/12/2013 11:25:02 PM
" 2/12/2013 11:10:00 PM
" 2/12/2013 10:55:02 PM
 2/12/2013 10:40:02 PM
( 2/12/2013 10:25:04 PM
Time Range
12:00:00 AM - 2:50:50 AMA| | € 2/12/2013 10:10:02 PM
3:00:00 AM - 5:59:59 AM  2/12/2013 9:55:02 PM
6:00:00 AM - 8:59:59 AM
(" 2/12/2013 9:40:00 PM
9:00:00 AM - 11:59:59 AM
12:00:00 PM - 2:59:59 PM (O 2/12/20£38:25:02 ERY
(3=<)30=00 PM - 5:59:59 PM " 2/12/2013 9:10:02 PM
6
6:00:00 PM - 8:59:59 PM ¥
< | »
1

I’The standby virtual machine network has been configured. I
[carcer bty |
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How to Protect Powered On Virtual Standby Virtual Machines

After a Virtual Standby virtual machine is powered on (either manually or
automatically), the CA ARCserve D2D backup job and the Virtual Standby job will not run
as they were scheduled. To resume the jobs after the Virtual Standby virtual machine is
powered on, do the following:

1. Modify the VM Name Prefix in the Virtual Standby policy.

When CA ARCserve Central Virtual Standby powers on Virtual Standby virtual
machines, the application defines the virtual machine names of the powered on
virtual machines as the concatenation of the VM Name Prefix option specified in
the Virtual Standby policy and the host name of the source node.

Example:

m VM Name Prefix: AA_

m  Host name of the source node: Serverl

m  Virtual machine name of the Virtual Standby virtual machine: AA_Serverl

After the Virtual Standby virtual machines are powered on, virtual machine name
conflicts can occur when you do not modify the VM Name Prefix in the Virtual
Standby policy. Problems of this type occur when the source nodes and the Virtual
Standby virtual machines reside on the same hypervisor.

For information about modifying the VM Name Prefix in the Virtual Standby policy,
see Edit Policies (see page 72). If necessary, you can update other Virtual Standby
policy settings. Optionally, you can create a new Virtual Standby Policy to protect
the Virtual Standby virtual machine. For information about creating new policies,
see Create CA ARCserve Central Virtual Standby Policies (see page 40).

2. After you update the policy or create a new policy, deploy the policy to the Virtual
Standby virtual machine. For more information, see Deploy Policies (see page 53).

3. After you deploy the policy to the Virtual Standby virtual machine, resume the
Virtual Standby job. For more information, see Pause and Resume Virtual Standby
Jobs.

4. After you deploy the policy, log in to CA ARCserve D2D on the Virtual Standby
virtual machine and schedule a repeat method for the CA ARCserve D2D backup
job. For more information, see the CA ARCserve D2D User Guide.
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Note: CA ARCserve Central Protection Manager and CA ARCserve Central Virtual
Standby have a mechanism that lets you automatically resynchronize the policies to the
managed CA ARCserve D2D nodes on a weekly basis. This mechanism lets CA ARCserve
Central Protection Manager restart the backup jobs on the Virtual Standby virtual
machines by redeploying the policy that was in effect on the CA ARCserve D2D node to
the Virtual Standby virtual machine. The policy deployment process behaves in this
manner because the source node and the Virtual Standby virtual machine have the
same host name, which lets CA ARCserve Central Protection Manager resynchronize the
policy. The only limitation to this behavior is the CA ARCserve Central Protection
Manager server and the Virtual Standby virtual machine must be able to communicate
with each other through the network. After CA ARCserve Central Protection Manager
resynchronizes and deploys the policy to the Virtual Standby virtual machine, you then
resume the Virtual Standby job on the Virtual Standby virtual machine. For more
information, see Pause and Resume Virtual Standby Jobs.
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Chapter 7: Restoring Data

This section contains the following topics:

Restore Data from CA ARCserve D2D Recovery Points (see page 124)
Restore Data from CA ARCserve D2D File Copies (see page 129)
Restore Data Using Find Files/Folders to Restore (see page 134)
Recovering Source Servers Using Bare Metal Recovery (see page 138)
Restore Microsoft Exchange Email Messages (see page 156)
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Restore Data from CA ARCserve D2D Recovery Points

Virtual Standby lets you recover data from the available recovery points. The recovery
points are point-in-time snapshots of data that resides on CA ARCserve D2D source
nodes. From the recovery points you can specify the data that you want to recover.

To restore data from CA ARCserve D2D recovery points
1. Login to the application and click Node on the Navigation bar.

From the Node screen, expand the group containing the node that you want to
restore.

Click the check box next to the node that you want to restore and then click Restore
on the toolbar.

2. From the Restore dialog, click Browse Recovery Points.

The Browse Recovery Points dialog opens.

Restore 4

Browse Recovery Points

Backup Location

Select backup location «<path to backup destination= n

Recovery Point Date
s M T w T F gl (J 3:22:08PM Full Backup Created
1 2 k] 4 5
& 7 =1 9 10 11 1z
12 14 15 186 17 18 19

20 =2t - 22 25 = Name Date Modified Size
27 28
4 OQ=ac 20.00 GB *
> 8/2/2008 2:10:38...
ol e
O[] Documents and Settings 1/19/2008 7:47:4...
Ol Log 1/28/2011 2:58:2..
Time Range 19/
1/19/2008 5:40:5..
12:00:00 AM - 2:59:59 AM QL PerfLogs
3:00:00 AM - 5:53:59 AM @1 Program Files 5/24/2010 3:27:2.. |
£:00:00 AM - 8:59:53 AM » O[] ProgramData 9/2/2009 4:16:56...
9:00:00 AM - 11:59:55 AM © B Users 8/2/2008 1:52:18...
12:00:00 PM - 2:59:59 FM - B0 Windows 2/22/2011 12:46:...
3:00:00 PM - 5:59:59 PM (1) O ) autosxecbat 9/19/2006 5:43:3... 24 Bytes
6:00:00 PM - 8:55:59 PM O 5 bootmgr 1/19/2008 3:45:4... 325.39 KB
9:00:00 PM - 11:59:59 PM B
O ) BOOTSECT.BAK 8/2/2008 2:10:40... 3.00 KB
O configsys 9/19/2006 5:43:3... 10 Bytes
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Specify the backup source. You can either specify a location or browse to the
location where your backup images are stored. If necessary, enter the User name
and Password credentials to gain access to that location. You can click green arrow
validate icon to verify proper access to the source location.

The calendar view will highlight (in green) all dates during the displayed time period
that contain recovery points for that backup source.

Specify the data that you want to restore.

a. Select the calendar date for the backup image you want to restore.

The corresponding recovery points for that date are displayed, along with the
time of the backup, the type of backup that was performed, and the name of
the backup.

b. Select a recovery point that you want to restore.

The corresponding backup content (including any applications) for that
recovery point is displayed.

Note: A clock icon with a lock symbol indicates the recovery point contains
encrypted information and may require a password for restore.

c. Select the content to be restored.

For a volume-level restore, you can specify to restore the entire volume or
selected files/folders within the volume.

For an application-level restore, you can specify to restore the entire
application or selected components, databases, instances, and so on
within the application.

After you specify the data that you want to restore, click Next.

The Restore Options dialog opens.

Complete the following options on the Restore Options dialog:

m Destination--Select the destination for the restore.

Restore to Original Location--Lets you restore data to the original location
from where the backup image was captured.

Restore to--Lets you specify or browse to the location where your backup
images will be restored. Click the arrow next to the Restore to field to
verify the connection to the specified location.

If necessary, you will need to enter the User Name and Password
credentials to gain access to that location.
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m  Resolving Conflicts--Lets you specify how you want CA ARCserve D2D to
resolve conflicts that are encountered during the restore process.

Overwrite existing files--Lets you overwrite (replace) existing files that are
located at the restore destination. All objects will be restored from the
backup files regardless of their current presence on your machine.

Replace active files--Lets you replace active files upon reboot. If the restore
attempt CA ARCserve D2D detects that the existing file is currently in use,
it will not immediately replace that file, but instead to avoid any problems
will delay the replacement of the active files until the next time the
machine is rebooted. (The restore will occur immediately, but the
replacement of any active files is done during the next reboot).

Note: If this option is not selected any active file will be skipped from the
restore.

Rename files--Lets you create new files if the file name already exists.
Selecting this option will copy the source file to the destination with the
same filename but a different extension. Data will then be restored to the
new file.

Skip existing files--Lets you skip over and not overwrite (replace) any
existing files that are located at the restore destination. Only objects that
do not currently exist on your computer will be restored from the backup
files.

By default, this option is selected.
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m  Directory Structure--Lets you specify what CA ARCserve D2D will or will not do
with the directory structure during the restore process.

Create root directory--Lets you specify that if a root directory structure
exists in the captured backup image, CA ARCserve D2D will recreate that
same root directory structure on the restore destination path.

When the Create Root Directory option is not selected (unchecked), the
file/folder to be restored will be restored directly to the destination folder.

Example:

If during the backup you captured the files "C:\Folder1\SubFolder2\A.txt"
and "C:\Folder1\SubFolder2\B.txt" and during the restore you specified to
the restore destination as "D:\Restore".

If you select to restore the "A.txt" and "B.txt" files individually, the
destination for the restored files will be "D:\Restore\A.txt" and
"D:\Restore\B.txt" (the root directory above the specified file level will not
be recreated).

If you select to restore from the "SubFolder2" level, the destination for the
restored files will be "D:\Restore\SubFolder2\A.txt" and
"D:\Restore\SubFolder2\B.txt" (the root directory above the specified
folder level will not be recreated).

When the Create Root Directory option is selected (checked), the entire
root directory path for the files/folders (including the volume name) will be
recreated to the destination folder. If the files/folders to be restored are
from the same volume name, then the destination root directory path will
not include that volume name. However, if the files/folders to be restored
are from different volume names, then the destination root directory path
will include the volume name.

Example:

If during the backup you captured the files "C:\Folder1\SubFolder2\A.txt",
"C:\Folder1\SubFolder2\B.txt", and also E:\Folder3\SubFolder4\C.txt" and
during the restore you specified to the restore destination as "D:\Restore".

If you select to restore just the "A.txt" file, the destination for the restored
file will be "D:\Restore\ Folder1\SubFolder2\A.txt" (the entire root
directory without the volume name will be recreated).

If you select to restore both the "A.txt" and "C.txt" files, the destination for
the restored files will be "D:\Restore\C\Folder1\SubFolder2\A.txt" and
"D:\Restore\E\Folder3\SubFolder4\C.txt" (the entire root directory with
the volume name will be recreated).
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m  Encryption Password--If the recovery point data you are trying to restore is
encrypted, you may need to provide the encryption password.

A password is not required if you are attempting to restore to the same
machine from where the encrypted backup was performed. However, if you
are attempting to restore to a different machine, a password is required.

Note: The following icons indicate whether the recovery point contains
encrypted information and may require a password for restore.

Non-encrypted recovery point:
O]
Encrypted recovery point:
&
Click Next.
The Restore Summary dialog opens.
7. Verify that the information on the Restore Summary dialog is correct.

Note: If you want to change the restore options that you specified, click Previous
and go back to the applicable dialog to change the values.

Click Finish.

The restore options are applied and the data is recovered.
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Restore Data from CA ARCserve D2D File Copies

Virtual Standby lets you recover data from CA ARCserve D2D file copies. Files copies are
copies of CA ARCserve D2D recovery points that you copy to offline storage, such as a
disk or the cloud. From the file copies, you can specify the data that you want to
recover.

To restore data from CA ARCserve D2D file copies

1. Login to the application and click Node on the Navigation bar.

From the Node screen, expand the group containing the node that you want to
restore.

Click the check box next to the node that you want to restore and then click Restore
on the toolbar.

2. From the Restore dialog, click Browse File Copies.
The Browse File Copies dialog opens as illustrated by the following dialog.

Note: The destination that is currently showing in the right pane is the default

destination.
Restore 0ol | %
Restore From: | =Configured File Copy Destination= Change
Mame Mame Wersion  Date Modified Size
4 QG = ] B datagI7S6.pdf 1 122011 10:58:25 AW 1000 KB

4 [ ] file copy data
- WL datans
- DL dataos
- DL datao?
4 [ ] datads

4 @[] SmallFiles1

O[5 data8M5L1.1f(1)

B 2 dataBP0G5xps(1)

O 2 dataBT2REP2B9.pdf(1)
- M SmallFiles2
4 O ] data0g
- O] SmallFiles1
-+ @[] SmallFiles2
- Ol datato
- Ol datat1

Previous et Cancel Help
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From the Name pane, specify the file copy data that you want to recover. You can
specify any combination of files and folders, or the volume.

When you select an individual file to be restored, all file copied versions of that file
will be displayed in the right pane. If multiple versions are available, select the
version of file copy that you want to recover.

m  Change Destination--Lets you browse to an alternative location where your file
copy images are stored.

A dialog opens that displays the available alternative destination options.

*®

& Local ar netwark drive  Cloud

<Local/MNetwork Default Location:= => Browse

Ok Cancel

m  Local or network drive--The Select a Backup Location dialog opens, allowing
you to browse to and select an alternate local or network drive location.

m  Cloud--The Cloud Configuration dialog opens, allowing you to access and select
an alternate cloud location.

Click Next.

The Restore Options dialog opens.

Complete the following options on the Restore Options dialog:
m  Destination--Select the destination for the restore.

— Restore to Original Location--Lets you restore data to the original location
from where the backup image was captured.

— Restore to--Lets you specify or browse to the location where your backup
images will be restored. Click the arrow next to the Restore to field to
verify the connection to the specified location.

If necessary, you will need to enter the User Name and Password
credentials to gain access to that location.
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m  Resolving Conflicts--Lets you specify how you want CA ARCserve D2D to
resolve conflicts that are encountered during the restore process.

Overwrite existing files--Lets you overwrite (replace) existing files that are
located at the restore destination. All objects will be restored from the
backup files regardless of their current presence on your machine.

Replace active files--Lets you replace active files upon reboot. If the restore
attempt CA ARCserve D2D detects that the existing file is currently in use,
it will not immediately replace that file, but instead to avoid any problems
will delay the replacement of the active files until the next time the
machine is rebooted. (The restore will occur immediately, but the
replacement of any active files is done during the next reboot).

Note: If this option is not selected any active file will be skipped from the
restore.

Rename files--Lets you create new files if the file name already exists.
Selecting this option will copy the source file to the destination with the
same filename but a different extension. Data will then be restored to the
new file.

Skip existing files--Lets you skip over and not overwrite (replace) any
existing files that are located at the restore destination. Only objects that
do not currently exist on your computer will be restored from the backup
files.

By default, this option is selected.
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m  Directory Structure--Lets you specify what CA ARCserve D2D will or will not do
with the directory structure during the restore process.

Create root directory--Lets you specify that if a root directory structure
exists in the captured backup image, CA ARCserve D2D will recreate that
same root directory structure on the restore destination path.

When the Create Root Directory option is not selected (unchecked), the
file/folder to be restored will be restored directly to the destination folder.

Example:

If during the backup you captured the files "C:\Folder1\SubFolder2\A.txt"
and "C:\Folder1\SubFolder2\B.txt" and during the restore you specified to
the restore destination as "D:\Restore".

If you select to restore the "A.txt" and "B.txt" files individually, the
destination for the restored files will be "D:\Restore\A.txt" and
"D:\Restore\B.txt" (the root directory above the specified file level will not
be recreated).

If you select to restore from the "SubFolder2" level, the destination for the
restored files will be "D:\Restore\SubFolder2\A.txt" and
"D:\Restore\SubFolder2\B.txt" (the root directory above the specified
folder level will not be recreated).

When the Create Root Directory option is selected (checked), the entire
root directory path for the files/folders (including the volume name) will be
recreated to the destination folder. If the files/folders to be restored are
from the same volume name, then the destination root directory path will
not include that volume name. However, if the files/folders to be restored
are from different volume names, then the destination root directory path
will include the volume name.

Example:

If during the backup you captured the files "C:\Folder1\SubFolder2\A.txt",
"C:\Folder1\SubFolder2\B.txt", and also E:\Folder3\SubFolder4\C.txt" and
during the restore you specified to the restore destination as "D:\Restore".

If you select to restore just the "A.txt" file, the destination for the restored
file will be "D:\Restore\ Folder1\SubFolder2\A.txt" (the entire root
directory without the volume name will be recreated).

If you select to restore both the "A.txt" and "C.txt" files, the destination for
the restored files will be "D:\Restore\C\Folder1\SubFolder2\A.txt" and
"D:\Restore\E\Folder3\SubFolder4\C.txt" (the entire root directory with
the volume name will be recreated).
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m  Encryption Password--If the recovery point data you are trying to restore is
encrypted, you may need to provide the encryption password.

A password is not required if you are attempting to restore to the same
machine from where the encrypted backup was performed. However, if you
are attempting to restore to a different machine, a password is required.

Note: The following icons indicate whether the recovery point contains
encrypted information and may require a password for restore.

Non-encrypted recovery point:
O]
Encrypted recovery point:
&
Click Next.
The Restore Summary dialog opens.
6. Verify that the information on the Restore Summary dialog is correct.

Note: If you want to change the restore options that you specified, click Previous
and go back to the applicable dialog to change the values.

Click Finish.

The restore options are applied and the data is recovered.
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Restore Data Using Find Files/Folders to Restore

Virtual Standby lets you search CA ARCserve D2D recovery points and file copies for
specific files or folders to restore.

To restore data using Find Files/Folders to Restore

1.

Log in to the application and click Node on the Navigation bar.

From the Node screen, expand the group containing the node that you want to
restore.

Click the check box next to the node that you want to restore and then click Restore
on the toolbar.

From the Restore dialog, click Find Files/Folders to Restore.

The Find Files/Folders to Restore dialog opens.

Restore *

E Find Files /Folders to Restore

Where to search
¥ Backup Location <Path to Backup Location> - Browse

¥ File Copy Location =Path to File Copy Location= Change

What to search

File/Folder Mame * tut
Search Path o, Find

W Include subdirectories

Select the version to restore

Mame Size Modification Date File Copy/Backup
IR e

o e e e il
ﬂ

= D:Dataset', CompEncr'Destination2',Compress.kxt
OB ompress. txt 1.00ME  4/168/2011 5:36:18 PM File Copy

= D:Dataset', CompEncrEncrypt 1’ Encrypt.txt
BEEncrypt. txt 775KE 4/18{2011 S:36:11 PM File Capy
BEEncrypt. txt 7IKE 4/15{2011 S:44:13 PM File Capy

= D:Dataset', CompEncrEncrypt2' Encrypt.txt

BEEncrypt. txt 7I6KE 4/18{2011 5:36:05 PM File Capy
BEEncrypt. txt 7TIKE 4/15{2011 S:d4:14 PM File Capy -
Previous Text Cancel Help

Specify where to search (backup and/or archive source).

You can either specify a location or browse to the location where your
backup/archive images are stored. If necessary, enter the User name and Password
credentials to gain access to that location. You can click green arrow validate icon to
verify proper access to the source location.
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Specify what to search for (file or folder name to restore).

Note: The File Name field supports full name searching and wildcard searching. If
you do not know the complete file name, you can simplify the results of the search
by specifying the wildcard characters "*" and "?" in the File Name field.

The wildcard characters supported for the file or folder name are as follows:

m "*"-Use the asterisk to substitute zero or more characters in a file or folder
name.

m  "?"-Use the question mark to substitute a single character in a file or folder
name.

For example, if you specify *.txt, all files with a .txt file extension appear in the
search results.

Note: If necessary, you can also specify a path to further filter your search and
select whether to include or not include any subdirectories.

Click Find to launch the search.

The results of the search display. If the search discovers multiple occurrences
(recovery points) of the same searched file, it will list all occurrences sorted by date
(with the most recent listed first). It will also indicate if the searched file has been
backed up or archived.

Select the version (occurrence) of the file/folder that you want to restore and click
Next.

The Restore Options dialog opens.
Complete the following options on the Restore Options dialog:
m Destination--Select the destination for the restore.

— Restore to Original Location--Lets you restore data to the original location
from where the backup image was captured.

— Restore to--Lets you specify or browse to the location where your backup
images will be restored. Click the arrow next to the Restore to field to
verify the connection to the specified location.

If necessary, you will need to enter the User Name and Password
credentials to gain access to that location.
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m  Resolving Conflicts--Lets you specify how you want CA ARCserve D2D to
resolve conflicts that are encountered during the restore process.

Overwrite existing files--Lets you overwrite (replace) existing files that are
located at the restore destination. All objects will be restored from the
backup files regardless of their current presence on your machine.

Replace active files--Lets you replace active files upon reboot. If the restore
attempt CA ARCserve D2D detects that the existing file is currently in use,
it will not immediately replace that file, but instead to avoid any problems
will delay the replacement of the active files until the next time the
machine is rebooted. (The restore will occur immediately, but the
replacement of any active files is done during the next reboot).

Note: If this option is not selected any active file will be skipped from the
restore.

Rename files--Lets you create new files if the file name already exists.
Selecting this option will copy the source file to the destination with the
same filename but a different extension. Data will then be restored to the
new file.

Skip existing files--Lets you skip over and not overwrite (replace) any
existing files that are located at the restore destination. Only objects that
do not currently exist on your computer will be restored from the backup
files.

By default, this option is selected.
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m  Directory Structure--Lets you specify what CA ARCserve D2D will or will not do
with the directory structure during the restore process.

Create root directory--Lets you specify that if a root directory structure
exists in the captured backup image, CA ARCserve D2D will recreate that
same root directory structure on the restore destination path.

When the Create Root Directory option is not selected (unchecked), the
file/folder to be restored will be restored directly to the destination folder.

Example:

If during the backup you captured the files "C:\Folder1\SubFolder2\A.txt"
and "C:\Folder1\SubFolder2\B.txt" and during the restore you specified to
the restore destination as "D:\Restore".

If you select to restore the "A.txt" and "B.txt" files individually, the
destination for the restored files will be "D:\Restore\A.txt" and
"D:\Restore\B.txt" (the root directory above the specified file level will not
be recreated).

If you select to restore from the "SubFolder2" level, the destination for the
restored files will be "D:\Restore\SubFolder2\A.txt" and
"D:\Restore\SubFolder2\B.txt" (the root directory above the specified
folder level will not be recreated).

When the Create Root Directory option is selected (checked), the entire
root directory path for the files/folders (including the volume name) will be
recreated to the destination folder. If the files/folders to be restored are
from the same volume name, then the destination root directory path will
not include that volume name. However, if the files/folders to be restored
are from different volume names, then the destination root directory path
will include the volume name.

Example:

If during the backup you captured the files "C:\Folder1\SubFolder2\A.txt",
"C:\Folder1\SubFolder2\B.txt", and also E:\Folder3\SubFolder4\C.txt" and
during the restore you specified to the restore destination as "D:\Restore".

If you select to restore just the "A.txt" file, the destination for the restored
file will be "D:\Restore\ Folder1\SubFolder2\A.txt" (the entire root
directory without the volume name will be recreated).

If you select to restore both the "A.txt" and "C.txt" files, the destination for
the restored files will be "D:\Restore\C\Folder1\SubFolder2\A.txt" and
"D:\Restore\E\Folder3\SubFolder4\C.txt" (the entire root directory with
the volume name will be recreated).
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m  Encryption Password--If the recovery point data you are trying to restore is
encrypted, you may need to provide the encryption password.

A password is not required if you are attempting to restore to the same
machine from where the encrypted backup was performed. However, if you
are attempting to restore to a different machine, a password is required.

Note: The following icons indicate whether the recovery point contains
encrypted information and may require a password for restore.

Non-encrypted recovery point:
O]
Encrypted recovery point:
&
Click Next.
The Restore Summary dialog opens.
Verify that the information on the Restore Summary dialog is correct.

Note: If you want to change the restore options that you specified, click Previous
and go back to the applicable dialog to change the values.

Click Finish.

The restore options are applied and the data is recovered.

Recovering Source Servers Using Bare Metal Recovery

After you correct the problems or perform maintenance on your source servers, Virtual
Standby lets you recover the source servers to their last healthy state, and include the
incremental changes that occurred while the Recovery Point Snapshot was powered on.

This recovery process is called a V2P (virtual to physical) recovery.

The V2P recovery process leverages the CA ARCserve D2D Bare Metal Recovery (BMR)
process to restore data from virtual machines to physical machines. BMR is the process
of restoring a computer system from bare metal, including reinstalling the operating
system and software applications, and then restoring the data and settings.

Before you can perform BMR, you must have:

At least one full backup available.

At least 1-GB RAM installed on the virtual machine and the source server that you
are recovering.

To recover VMware virtual machines to VMware virtual machines that are
configured to behave as physical servers, verify the VMware Tools application is
installed on the destination virtual machine.
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Dynamic disks are restored at the disk level only. If your data is backed up to a local
volume on a dynamic disk, you cannot to restore this dynamic disk during BMR. In this
scenario, to restore during BMR you must perform one of the following tasks and then
perform BMR from the copied Recovery Point:

m  Back up to a volume on another drive.

m  Back up to a remote share.

m  Copy a recovery point to another location.

Note: If you perform BMR to a dynamic disk, do not perform any pre-BMR disk

operations (such as cleaning or deleting volume) or else the presence of the disk may
not be recognized.

Regardless of which method you used to create the Boot Kit image, the BMR process is
basically the same.

For more information about how to create ISO or a BMR USB stick, see How to Create a
Boot Kit in the CA ARCserve D2D User Guide.

The application lets you recover data using the methods described in the following
table:

Recovery Method More Information

Recover source servers from data that was Recover Source Servers Using Data from

converted to Hyper-V-based Virtual Hyper-V Virtual Standby Virtual Machines
Standby virtual machines. (see page 144).

Recover source servers from data that was Recover Source Servers Using Data From
converted to VMware-based Virtual VMware Virtual Standby Virtual Machines
Standby virtual machines. (see page 150).
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Managing the BMR Operations Menu

The BMR Operations menu consists of the following three types of operations:

m  Disk Specific Operations

m  Volume/Partition Specific Operations
m  BMR Specific Operations

Disk Specific Operations:

To perform disk specific operations, select the disk header and click Operations.
Clean Disk
This operation is used to clean all partitions of a disk and is:

m  An alternate method to delete all volumes of a disk. With the Clean Disk
operation, you do not have to delete each volume one by one.

m  Used to delete the non-Windows partitions. Due to a VDS limitation, the
non-Windows partition cannot be deleted from the Ul, but you can use this
operation to clean them all.

Note: During BMR, when the destination disk has non-Windows partitions or
OEM partitions, you cannot select this partition and delete it from the BMR Ul.
Usually this would occur if you ever installed Linux/Unix on the destination
disk. To resolve this issue, perform one of the following tasks:

m  Select the disk header on the BMR Ul, click Operations, and use the Clean
Disk operation to erase all partitions on the disk.

m  Open a command prompt and type Diskpart to open the Diskpart
command console. Then type "select disk x" , where 'x' is the disk number
and "clean" to erase all partitions on the disk.

Convert to MBR

This operation is used to convert a disk to MBR (Master Boot Record). It is
available only when the selected disk is a GPT (GUID Partition Table) disk and
there are no volumes on this disk.

Convert to GPT

This operation is used to convert a disk to GPT. It is available only when the
selected disk is an MBR disk and there are no volumes on this disk.

Convert to Basic

This operation is used to convert a disk to Basic. It is available only when the
selected disk is a Dynamic disk and there are no volumes on this disk.

Convert to Dynamic

This operation is used to convert a disk to Dynamic Disk. It is available only
when the selected disk is a Basic disk.

Online Disk
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This operation is used to bring a disk online. It is available only when the
selected disk is in the offline status.

Disk Properties

This operation is used to view detailed disk properties. It is always available and
when you select this operation, a Disk Properties dialog appears.

Chapter 7: Restoring Data 141



Recovering Source Servers Using Bare Metal Recovery

Volume/Partition Specific Operations:

To perform volume/partition operations, select the disk body area and click
Operations. From this menu, you can create new partitions to correspond to the
disk partitions on the source volume.

Create Primary Partition

This operation is used to create a partition on a basic disk. It is available only
when the selected area is an unallocated disk space.

Create Logical Partition

This operation is used to create a logical partition on a basic MBR disk. It is
available only when the selected area is an extended partition.

Create Extended Partition

This operation is used to create an extended partition on a basic MBR disk. It is
available only when the disk is an MBR disk and the selected area is an
unallocated disk space.

Create System Reserved Partition

This operation is used to create the System Reserved Partition on a BIOS
firmware system and builds a mapping relationship with the source EFI System
Partition. It is only available when you restore a UEFI system to a BIOS system.

Note: If you previously converted from UEFI to a BIOS-compatible system, use
the Create System Reserved Partition operation for destination disk resizing.

Create EFI System Partition

This operation is used to create the EFI System Partition on a basic GPT disk. It
is available only when the target machine firmware is UEFI and the selected
disk is a basic GPT disk.

Note: If you previously converted from BIOS to a UEFI-compatible system, use
the Create EFI System Partition operation for destination disk resizing.

Note: Systems that support UEFI also require that the boot partition reside on a
GPT (GUID Partition Table) disk. If you are using a MBR (Master Boot Record)
disk, you must convert this disk to a GPT disk, and then use the Create EFlI
System Partition operation for disk resizing.

Resize Volume

This operation is used to resize a volume. It is an alternate method of Windows
"Extend Volume/Shrink Volume". It is available only when the selected area is a
valid disk partition.

Delete Volume

This operation is used to delete a volume. It is available only when the selected
area is a valid volume.

Delete Extended Partition
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This operation is used to delete the extended partition. It is available only when
the selected area is the extended partition.

Volume Properties

This operation is used to view detailed volume properties. When you select this
operation, a Volume Properties dialog appears.

BMR Specific Operations:

These operations are specific to BMR. To perform BMR operations, select the disk
header or the disk body area and click Operations.

Map Disk From

This operation is used to build a mapping relationship between the source and
target dynamic disks. It is available only when the selected disk is a Dynamic
disk.

Note: When mapping to another disk, the capacity of each mapped target
volume must be the same size or larger than the corresponding source volume.

Map Volume From

This operation is used to build a mapping relationship between the source and
target basic volume. It is available only when the selected volume is a Basic
volume.

Note: When mapping to another disk, the capacity of each mapped target
volume must be the same size or larger than the corresponding source volume.

Commit

This operation is always available. All of the operations are cached in memory
and they do not modify the target disks until you select the Commit operation.

Reset

This operation is always available. The Reset operation is used to relinquish your
operations and restore the disk layout to the default status. This operation cleans
all of the cached operations. Reset means to reload the source and target disk
layout information from the configure file and current OS, and discard any user
changed disk layout information.
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Recover Source Servers Using Data from Hyper-V Virtual Standby Virtual

Machines

The application lets you recover source servers using CA ARCserve D2D data that was
converted to Hyper-V Virtual Standby virtual machines.

Note: The application uses the bare metal recovery process to recover source servers
from Hyper-V virtual machines. For more information, see Recovering Source Servers

Using Bare Metal Recovery (see page 138).

CA ARCserve D2D provides the capability to perform Bare Metal Recovery for V2P
(Virtual to Physical) machines. This feature lets you perform V2P recovery from the
latest state of a standby virtual machine and helps you reduce the loss of your
production machine.
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After you select the "Recover using a Hyper-V Virtual Standby VM" option, perform the
following steps before returning to the Bare Metal Recovery procedure to complete the
process.

Follow these steps:

1. From the select the Type of Bare Metal Recovery (BMR) wizard screen, select the
Recover using a Hyper-V Virtual Standby VM option.

Am/emzn‘“ Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery
(BMR)
- Choose a kind of BMR
Specify a type of recovery:
' Recover data backed up using CA ARCserve D2D
(backup sessions using CA ARCserve D2D or CA ARCserve Host-Level Virtual Machine Backup application).
# Recover using a Hyper-V Virtual Standby VM
{ou can only recover data if the virtual conversion was done using CA ARCserve Central Virtual Standby)
' Recover using a VMware Virtual Standby VM
{ou can only recover data if the virtual conversion was done using CA ARCserve Central Virtual
Standby)
) Utilities Back ‘ Mext | ‘ Abort |
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2. Click Next.

The Select a virtual machine snapshot screen is displayed, with the Hyper-V
Authentication dialog, prompting you for Hyper-v server details.

AR@@N@D" Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery
(BMR)
-Select a virtual machine snapshot

CA ARCserve Unified Virtual Standby lets you
select virtual machine snapshots and recover data

from the snapshots to your computer, Hyper-V Authentication E]

To browse virtual machines that reside on Hype
servers, click Connect to a different Hyper-V

Hyper-V Server:

server, |
Note: It may take a few minutes to connect to User Name: |
Hyper-V server.
Click here to launch the load driver utility Password: ’
Click here to launch the IP address configuratic
ey D2D Port: [s014
* HTTP ' HTTPS

OK ’ Cancel

e e | [oen
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3. Enter the authentication information and click OK.

CA ARCserve D2D detects and displays the Hyper-V Server with a listing of all the
virtual machines that are converted to the specified Hyper-V server using CA
ARCserve Central Virtual Standby.

Am@w Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery
(BMR)
-Select a virtual machine snapshot

CA ARCserve Unified Virtual Standby lets you
select virtual machine snapshots and recover data
from the snapshots to your computer.

To browse virtual machines that reside on Hyper-V
servers, dick Connect to a different Hyper-V
server.

Note: It may take a few minutes to connect to the
Hyper-V server.

Click here to launch the load driver utility

Click here to launch the IP address configuration
utility

| Connect to a Hyper-v server

= [.J =<Hyper -
<Virtual Machine 01=
#-4 4=<Virtual Machine 02=

#-4 4 <Virtual Machine 03>

Chapter 7: Restoring Data 147



Recovering Source Servers Using Bare Metal Recovery

4. Select the virtual machine that contains the recovery point snapshots for your
backup image.

The backup sessions (recovery point snapshots) for the selected virtual machine are

displayed.

Am\/GIDZD" Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery
(BMR)
-Select a virtual machine snapshot

CA ARCserve Unified Virtual Standby lets you
select virtual machine snapshots and recover data
from the snapshots to your computer.

To browse virtual machines that reside on Hyper-V
servers, dick Connect to a different Hyper-V
server.

Note: It may take a few minutes to connect to the
Hyper-V server.

Click here to launch the load driver utility

Click here to launch the IP address configuration
utility

[ connect to a Hyper-v server |

Refresh

B-EJ <Hvper-V Server>
<\irtual Machine 01>
<\irtual Machine 02>
B <Virtual Machine 03>

£ E S0000000067(4/20/2011 9:48: 16 AM)
i{rm] CurrentState

Machine Name:
<Virtual Machine 03>

Session Name:
- S0000000067(4/20/2011 9:48: 16 AM)

Backed up Volumes (Used Size/Tot.
-C:\(15.01GB/24.99GB )
-E:\(29MB/2.00GB)

-F:\ (69 MB/3.00 GB)
-H:\ ( 29 MB/1018 MB)

-1:\ (44 MB/2.00 GB )

Backed up Dynamic Disks (Used Siz
- Disk 1 ( 5.00 GB/5.00 GB )
- Disk 2 ( 5.00 GB/5.00 GB )
- Disk 3 ( 2.00 GB/5.00 GB )
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5. Select the virtual machine backup session (recovery point snapshot) that you want
to recover.

The corresponding details for the selected recovery point snapshot (virtual machine
name, backup session name, backed up volumes) are displayed in the right pane.

In addition to selecting one of the listed recovery points, you also have the option
to select the "Current State" or the "Latest State" recovery point.

- If the virtual machine that you are recovering from is powered on, the "Current
State" recovery point is displayed.

- If the virtual machine that you are recovering from is powered off, the "Latest
State" recovery point is displayed.

If you select the "Latest State" recovery point, an error message is displayed to
inform you that the recovery point you are recovering from is the Latest (and
not the Current) state and requesting that you start the virtual machine before
continuing with the recovery process.

6. Verify this is the recovery point that you want to restore and click Next.
A BMR wizard screen is displayed with the available recovery mode options.

See Perform Bare Metal Recovery for the remaining steps of this procedure and
continue at the corresponding step where the recovery mode is selected.

Amvan“ Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery(BMR)
- Choose a Recovery Me

Which recovery mode do you want to use?

@« Express Mode

The express mode will recover the system automatically with minimal user interaction by using the
machine default settings.

' Advanced Mode

The advanced mode will assist you in customizing the restore process. Using this mode you will be
able to:

Select where to restore data on basic volumes or dynamic disks.

Insert device driver before reboot.

"% Note: After dicking Next, the BMR Wizard will create new partitions on the destination
' machine to match the existing partitions on the source machine. This may destroy any
existing partitions on the destination machine and create new ones.
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Recover Source Servers Using Data From VMware Virtual Standby Virtual

Machines

The application lets you recover source servers using CA ARCserve D2D data that was
converted to VMware Virtual Standby virtual machines.

Note: The application uses the bare metal recovery process to recover source servers
from VMware virtual machines. For more information, see Recovering Source Servers

Using Bare Metal Recovery (see page 138).

CA ARCserve D2D provides the capability to perform Bare Metal Recovery for V2P
(Virtual to Physical) machines. This feature lets you perform V2P recovery from the
latest state of a standby virtual machine and helps you reduce the loss of your
production machine.

150 User Guide



Recovering Source Servers Using Bare Metal Recovery

After you select the "Recover using a VMware Virtual Standby VM" option, perform the
following steps before returning to the Bare Metal Recovery procedure to complete the
process.

Follow these steps:

1. From the select the Type of Bare Metal Recovery (BMR) wizard screen, select the
Recover using a VMware Virtual Standby VM option.

Am/emzn" Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery
(BMR)
- Choose a kind of BMR
Specify a type of recovery:
' Recover data backed up using CA ARCserve D2D
(backup sessions using CA ARCserve D2D or CA ARCserve Host-Level Virtual Machine Backup application).
' Recover using a Hyper-V Virtual Standby VM
(fou can only recover data if the virtual conversion was done using CA ARCserve Central Virtual Standby)
= Recover using a VMware Virtual Standby VM
(ou can only recover data if the wirtual conversion was done using CA ARCserve Central Virtual
Standby)
S Utilities Back | Mext ‘ | Abort ‘
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2. Click Next.

The Select a Recovery Point screen is displayed with the ESX/VC Credentials dialog.

Am/emzn" Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery
(BMR)
- Select a Recovery Point
| connecttoasxserver | Refresh
On this page you can select a VM snapshot and
recover data from it to your computer. |
To browse VMs on ESX Server, just dick buttol [ e N ol 2 g A T ale et (= 1 01 o3
"Connect to a ESX Server™. It may take some *
to connect to ESX Server
Click here to launch the load driver utility
Click here to launch the IP address configurati ESX/VC Server: |
utility
User Name: |
Password: |
VI Port: ’ w3
7 HTTP (s HTTPS
OK ] Cancel
—— e rse— —
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3. Enter the credential information and click OK.
The Select a Recovery Point screen is displayed.

CA ARCserve D2D then retrieves all the recovery point snapshots for the selected
VMware server and displays the VMware Server in the left pane, with a listing of all
the virtual machines that are hosted on the selected VMware server.

Am\exu Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery

(BMR)
- Select a Recovery Point
I Connect to a ESX Server I l Refresh I
On this page you can select a VM snapshot and
recover data from it to your computer.
= ["] <VMWare Servers -

To browse VMs on ESX Server, just dick button Yirtual Machine 01>

“Connect to a ESX Server™. It may take some time : . :

to connect to ESX Server =) < Vx-rtual Machl'ne 02z
Click here to launch the load driver utility =] < Virtual Machine 03>
Click here to launch the IP address configuration -|tm] <¥irtual Machine 04>
Uﬁlit‘/ .. Lay . 25

Retrieving Snapshots...

[+)-Jr=] < Virtual Machine 13> 1 5:34:00 PM)
[#-{rm] < Virtual Machine 14> 16:04:00 PM) UL}
[+-frm] < Virtual Machine 15> 16:34:00 PM)

Chapter 7: Restoring Data 153



Recovering Source Servers Using Bare Metal Recovery

4. Select the virtual machine which contains recovery points for your backup image.

The backup sessions (recovery point snapshots) for the selected virtual machine are
displayed.

AR@@N@D" Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery

(BMR)
- Select a Recovery Point
| comecttoaksxserver | Refresh

On this page you can select a VM snapshot and
recover data from it to your computer,

EI-E] <VMWare Server> Machine Name:
To browse VMs on ESX Server, just dick button 2 E<Virtua] Machine 01> <Wirtual Machine 02>
"Connect to a ESX Server”, It may take some time : . .
to connect to ESX Server Fiofg <Vietual Machine 02> Session Name:
Click here to launch the load driver utility 50000000443(2/23/2011 1:37:00 PM) - 50000000446(2/23/2011 3:20: 18 PM)
Click here to launch the IP address configuration F=] S0000000444(2/23/2011 2:50:22 PM)
utility =] S0000000445(2/23/2011 3:05:22 PM) Backed up Volumes (Used Size/Tot:

g -C:\(29.61GB/68.03GB )
h -D:\ (49 MB/1.46 GB)

:00 PM) -G:\ (40 MB/1.05GB)

-H:\ (34 MB/972 MB )

-1:\( 30 MB/511MB)

011

Backed up Dynamic Disks (Used Siz
- Disk 1 ( 50.00 GB/50.00 GB )

- Disk 2 ( 1022 MB/1024 MB )

<Virtual Machine 03> - Disk 3 ( 1022 MB/1024 MB )

| <virtual Machine 04> - Disk 4 ( 1022 MB/1024 MB )
| <Virtual Machine 05> - Disk 5 (2.00 GB/2.00 GB )

<Virtual Machine 06>
<Virtual Machine 07 =
<Virtual Machine 08>
<Wirtual Machine 09>
| <Virtual Machine 10>

| <Virtual Machine 11> 4 |
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5. Select the virtual machine backup session (recovery point snapshots) that you want
to recover.

The corresponding details for the selected recovery point snapshot (virtual machine
name, backup session name, backed up volumes, backed up dynamic disks) are
displayed in the right pane.

In addition to selecting one of the listed recovery points, you also have the option
to select the "Current State" or the "Latest State" recovery point.

- If the virtual machine that you are recovering from is powered on, the "Current
State" recovery point is displayed.

— If the virtual machine that you are recovering from is powered off, the "Latest
State" recovery point is displayed.

If you select the "Latest State" recovery point, an error message will be
displayed to inform you that the recovery point you are recovering from is the
Latest (and not the Current) state and requesting that you start the virtual
machine before continuing with the recovery process.

6. Verify this is the recovery point that you want to restore and click Next.
A BMR wizard screen is displayed with the available recovery mode options.

See Perform Bare Metal Recovery for the remaining steps of this procedure and
continue at the corresponding step where the recovery mode is selected.

Am@n Bare Metal Recovery

CA ARCserve D2D Bare Metal Recovery(BMR)
- Choose a Recovery Mode

Which recovery mode do you want to use?

« Express Mode

The express mode will recover the system automatically with minimal user interaction by using the
machine default settings.

~ Advanced Mode

The advanced mode will assist you in customizing the restore process. Using this mode you will be
able to:

Select where to restore data on basic volumes or dynamic disks.

Insert device driver before reboot.

B Note: After dicking Next, the BMR Wizard will create new partitions on the destination
' machine to match the existing partitions on the source machine. This may destroy any
existing partitions on the destination machine and create new ones.
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Restore Microsoft Exchange Email Messages

Virtual Standby lets you restore Microsoft Exchange Data from CA ARCserve D2D
recovery points. From the recovery points you can recover or restore mailboxes,
mailbox folders, and individual email messages.

Note: To perform granular restores of Exchange server data, your account must have
the required access permissions. For more information, see the CA ARCserve D2D User
Guide.

To restore Microsoft Exchange email messages

1. Login to the application and click Node on the Navigation bar.

From the Node screen, expand the group containing the node that you want to
restore.

Click the check box next to the node that you want to restore and then click Restore
on the toolbar.

2. From the Restore dialog, click Restore Exchange Mails.

The Restore Exchange Mails dialog opens.

Restore ®

Restore Exchange Mails
Backup Location

Select backup location <Path to Backup Destination> Broiise

Recovery Point Date

: 2011 - Time Type Marme
S M T W T F S S:46:26 PM Incrernental Custornized Incremental Backup -
1 2 Backup
3 4 5 6 7 8 9 S:40:44 PM Incremental Custornized Incremental Backup
Backup LI
10 11 12 13 14 15 18

17 19 20 21 22 23 |Select a maibox database, then click the Next button

24 25 28 27 28 29 30| maibox Database Path Catalog Status
[EA Mailbox Datahase 156026221 Micrasoft Exchange Writer 2010 Mot Created

Today

Time Range

12:00:00 AM - 2:59:59 AM
3:00:00 AM - 5:59:59 AM
6:00:00 AM - 8:59:59 AM
9:00:00 AM - 11:59:59 AM
12:00:00 PM - 2:59:59 PM

2:00:00 PM - 5:53:50 PM
(3)

£:00:00 PM - £:59:59 FM
9:00:00 PM - 11:59:59 PM

Previous INext Cancel Help
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Selected

Exchange —

Database

Mailbox Objects
{within selected
Exchange
database)

Folder Objects
{within selected
mailbiox)

Restore

Specify the backup location. You can either specify a location or browse to the
location where your backup images are stored. If necessary, enter the User name
and Password credentials to gain access to that location. You can click green arrow
validate icon to verify proper access to the source location.

The calendar view will highlight (in green) all dates during the displayed time period
that contain recovery points for that backup source.

Select the calendar date for the backup image you want to restore.

The corresponding Exchange mailbox databases for that date are displayed, along
with the time of the backup, the type of backup that was performed, and the name
of the backup.

Select a Exchange mailbox database that you want to restore and click Next.

Note: If you did not enable the Exchange Granular Restore option during backup
(no catalog generated), a notification message will be displayed asking you if you
want to generate an Exchange Granular Restore catalog at this time. If you select
No for generating a catalog now, you will not be able to browse to or select a
granular recovery point. As a result you will only be able to perform full database
restore from the Browse Recovery Points Restore dialog.

The Restore Exchange Mails dialog is updated to display a listing of the mailbox
content for the selected database.

Note: Exchange Granular Restore supports email restores only. Calendar, Contacts,
Notes and Tasks restores are not supported.

Restore Exchange Mails
Microsoft Ex Wiritar S010\edb0Lu 100

T Maboc ] Subject: £
0 20110318-000, ECE01L100 il = From Subject Ruceived e
D0 20120316-001, ECE01LA00 o @ " %.‘E‘dr:j?g?glm 3{18/2011 335 =
00D 20110318-002, EDE01u100 Adkiristrator dedl P e
O[T 20110316-003, ECE01U100 o @e st %ﬂﬁﬁﬁgm 3/18/2011 41.85
o 201103168-004, ECEQ1L100 Admiristrator Sl K
O 20110318-005, ECE01U100 o @ " %ﬂ:ﬂ?&um‘ 3(18/2011 285
O[T 20110316006, ECE01UI00 Admiristrator dedal 1 o )
00 20110318-007, ECE01U100 _ Send to EDBOLII00 50 = Ind"‘"d_""al Mail
=ljo e admnewat . D00 mal 25 from i3 P ] Objects

Adrmnetrator P
Displaying 1 - 6 of 100 : (within selected

Send to EDE01w00- 318/2011 2Es

Folders /|0 B9 adminitrat.. 000 mald & Bom ’ v folder
T trator 4:50:23 P ] }
O orafts O [Ee admritrat.. 000 n'::; 2= frnlf‘nm} f'.r‘}f.’%'g, 23'%

—— Adrriristraber :
e
Send to EDED1u100- 318/2011 .35
B outhox O E9 sdminktat.. 000 ma 21 from 4500 P e
O sent Items Administrator o
O e snsos. Gomdz fom VL 493
Adrriristraber :
Send to EDEDIwl00-
3182011 #2735
O B9 sdnnstrat.. 000 mad 20 from b ke =
Pagell = of16 b M | & Displaying 1 - 25 of 400
Previos Mot Cancel Help
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Select the level of Exchange object(s) to be restored (mailbox, folder, or individual
mail).

You can select the entire content or partial content of the Exchange object to
restore. You can select multiple Exchange objects to restore.

Note: CA ARCserve D2D does not support granular recovery of Exchange public
folder objects. You need to use Application Restore to recover the entire public
folder database and then extract the specific Exchange object you need.

Note: When using CA ARCserve D2D to restore individual mailbox/mail objects from
the Exchange mailbox database, the operating system used for the restore must be

same as used when it was backed up (including the same Windows Version number
and Service Pack level and also the related version of the visual C++ redistributable

package required to support it).

Note: During browse and restore of emails from the CA ARCserve D2D Ul, the
"From" field property of the message may not display in the Ul for mailboxes which
have never logged in to the exchange server. However, if this occurs the emails will
still be correctly restored.

a. You can select a mailbox database.

If you select a mailbox database, all of the mailboxes in that database will be
restored.

b. You can select the mailbox (or mailboxes) to be restored.

If you select a mailbox level, all corresponding content (folders and individual
mail) within that mailbox will be restored.

c.  You can select a folder(s) within a selected mailbox to be restored.

If you select the mailbox folder level, all corresponding mail content within that
folder will be restored.

d. You can select the individual mail(s) to be restored.

If you select the individual mail level, only the selected mail object(s) will be
restored.

Note: For Exchange 2003 only, if the individual mail to be restored was sent
using any email client other than Outlook and the mail had some type of flag
status marker attached to it when it was backed up, the mail itself will be
restored, but the attached marker will not be included with the restored mail.
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7. When the Exchange objects to be restored are specified, click Next.

Restore ®

E Restore Options

Destination
Select the restore destination

¥ Restore to original location

User Mame | E14\administrator

Password | ssssesses

' Dump email itermns
How should CA ARCserve D20 resolve duplicate mails
@ Rename  Overwrite
" Restore to alternate lacation
Enter the accaunt, then click the Browse hutton to choose the destination.
User Mame
Fassword

Drestination Brovwse

MNotes:

For Exchange Server 2010 systems, the user name must be a domain account with Exchange Organization
management role.

Previous INext Cancel Help

8. Select the destination for the restore.

The available options are to restore to the original location of the backup or restore
to a different location.

Note: For Exchange 2010, archived mailbox items cannot be restored to the original
location. Archived mailbox items can only be restored to an alternate location or to
a local disk. In addition, regular mailbox items cannot be restored to archive
mailboxes.
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Restore to Original Location

Restores the mails to the original location from where the backup image was
captured. Mails will retain the same hierarchy and be restored to its original
mailbox and original folder.

m If current machine is not the active Exchange server, CA ARCserve D2D will
detect the location of the active server and then restore the mails to that
active server.

m If mailbox has been moved to another Exchange server, but still in the
same organization, CA ARCserve D2D will detect the new Exchange server
where the original mailbox resides, and then restore to that new server.

m [f the display name of the mailbox was changed, any attempt to restore
the mailbox (from an earlier backup session) to its original location will fail
because CA ARCserve D2D will not be able to find the changed name. To
solve this problem, you can specify to restore this mailbox to an alternate
location.

Note: When restoring a mailbox or mail to the original location, make sure the
destination mailbox is available, or else the restore will fail. CA ARCserve D2D
only validates the destination when the restore job is submitted.

Dump File Only

Restores the mails to a disk. This disk location can be local or a remote
machine.The restored mails will maintain the same hierarchy as they had in the
corresponding Exchange Mailbox. The file name will become the subject of
mail.

Note: If the mail subject, folder name, or mailbox name includes any of the
following characters, the character will be replaced by hyphen (-) in file name: \
[:*¥2" <>

For this option, you also need to specify what you want CA ARCserve D2D to do
to resolve a conflict situation. In Exchange, you can have multiple mail objects
with the same name under the same folder. However in a File System, two files
with the same name cannot co-exist under the same folder.

There are two options to resolve this conflict situation:

m  Rename - If on the disk, there is a file with the same name as the mail
subject, CA ARCserve D2D will still name the mail subject, but will append a
number at the end of the mail subject.

m  Overwrite - If on the disk, there is a file with the same name as the mail
subject, CA ARCserve D2D will overwrite that file.

Note: When you select individual mail objects to restore to the disk (dump), by
default the format of the restored mail object will be an Outlook Message
(.MSG) file and not a Personal Storage Table (.PST) file.
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Restore to Alternate Location:

Restores the mails to a specified location or lets you browse to the location
where your backup images will be restored. The destination must be a mailbox
in the same Exchange organization, and a new folder name is required. (If you
are attempting to restore mails to an alternate location, the destination cannot
be a public folder).

Note: When restoring mail to an alternate location, if the specified destination
folder already exists, the restore will continue. However, if the specified folder
does not exist, then CA ARCserve D2D will create the folder first and then
continue the restore.

After inputting the User Name and Password, you can click the Browse button
to navigate through a list of all Exchange Servers, Storage Groups, Exchange
Databases, and Mailboxes in the current organization.

Select any mailbox as the destination.

Select the destination X
Select a mailbox as the destination
4 E Exchange Organization ﬂ
] Gi Exchange Server 4
4 [EAMalbox Database
- G2 admiristrator
4 [ENedb01u100
- G2 EDBO1L100-000
- [} EDEO1U100-001
- [} EDEO1U100-002
- G EDBD1u100-003
- G EDBO11100-004 hd
Selected destination:

Destination folder:

Cancel
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9. When the restore options are selected, click Next.

The Restore Summary dialog is displayed.

Restore *®

Restore Summary

Werify your settings are correct and then click Firish to start the restore process
Component(s) to be restored

Marme Size  Path
= send to EDB01U100-002 mail 11 from Administrator 30,35 KB Micrasoft Exchange Writer 20104edb01u1000201:
E 20110318-000, EDBO1u100 Mfs  Microsoft Exchange Writer 2010%edb01u100
5 nbox Mfs Microsoft Exchange Writer 20104edb01u100,201:
1 maibox(es), 1 folder(s), 1 rmail(s)
Destination

Restare to alternate location: <Path to Alternate Location=

Previous Firish Cancel Help

10. Review the displayed information to verify that all the restore options and settings
are correct.

m [f the summary information is not correct, click Previous and go back to the
applicable dialog to change the incorrect setting.

m If the summary information is correct, click Finish to launch the restore process.

Note: When the Catalog and Restore Job for Exchange Granular Restore is in
progress, the backup session will be in a mounted state. Do not perform any
operation (format, change drive letter, delete partition, etc.) on this mounted
volume.
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Chapter 8: Troubleshooting CA ARCserve
Central Virtual Standby

This section provides troubleshooting information to help you identify and resolve
problems that you can encounter when using CA ARCserve Central Virtual Standby.

This section contains the following topics:

Cannot Connect to Specified Server Messages Appear When Attempting to Add Nodes
(see page 164)

Blank Webpages Appear or Javascript Errors Occur (see page 166)

How to Troubleshoot Page Loading Problems (see page 168)

Web Pages Do Not Load Properly When Logging in to CA ARCserve D2D Nodes and
Monitoring Servers (see page 169)

Garbage Characters Appear in Browser Windows When Accessing CA ARCserve Central
Applications (see page 170)

CA ARCserve D2D Web Service Fails on CA ARCserve D2D Nodes (see page 171)

The CA ARCserve D2D Web Service Runs Slowly (see page 174)

CA ARCserve Central Virtual Standby Cannot Communicate with the CA ARCserve D2D
Web Service on Remote Nodes (see page 176)

Certificate Error Appears When You Log In to the Application (see page 177)

Invalid Credentials Message Appears When Adding Nodes (see page 178)

Invalid Credentials Messages on Windows XP (see page 179)

Access Denied Errors Occur when Adding a Node by IP/Name (see page 179)

Nodes Do Not Appear on the Node Screen After Changing the Name of the Node (see
page 181)

Operating System Not Found Errors Occur (see page 181)

Virtual Standby Jobs to Hyper-V Systems Fail (see page 182)

Virtual Standby Jobs Fail Due to Internal Errors (see page 182)

Virtual Standby Jobs Fail Using the hotadd Transport Mode (see page 185)

Virtual Standby Jobs End with No Sessions Warning Messages (see page 186)

Backup and Recovery Jobs Do Not Use the SAN Transport Mode (see page 187)
Backup and Recovery Jobs Using the hotadd Transport Mode Cannot Mount Disks (see
page 188)

Troubleshooting Error Numbers (see page 189)

Add New Tab Link Not Launching Properly for Internet Explorer 8, 9, and Chrome (see
page 189)

Add New Tab Link, RSS Feeds, and Social Networking Feedback Not Launching Properly
on Internet Explorer 8 and 9 (see page 191)

Cannot Specify an Asterisk or Underscore as a Wildcard in Filter Fields Using Japanese
Keyboards (see page 192)

Virtual Machines Do Not Power On Automatically (see page 192)

CA ARCserve Central Virtual Standby Cannot Communicate With The Nodes (see page
193)

Error Preparing for Remote Conversion. Failed to Create VSS Snapshot (see page 193)
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Cannot Connect to Specified Server Messages Appear When
Attempting to Add Nodes

Valid on Windows platforms.

Symptom:

The following message appears when you to try to add or connect to nodes from the
Node screen.

Cannot connect to specified server.

Solution:

If the preceding message appears when you try to add nodes from the Node screen, the
following corrective actions can help you solve the problem:

m  Verify that the Windows Server service is running on the CA ARCserve Central
Virtual Standby server and the source virtual machine (node).

m  Verify that a Windows Firewall exception is applied to the Windows File and Printer
Sharing service on the CA ARCserve Central Virtual Standby server and the source
virtual machine (node).

m  Verify that a Windows Firewall exception is applied to the Windows Netlogon
service only if the node is not a member of a domain. Perform this task on the CA
ARCserve Central Virtual Standby server and the source virtual machine (node).

m  Verify that the value applied to the Sharing and Security model for local account is
Classic. To apply the Classic value, do the following:

Note: Perform the following steps on the CA ARCserve Central Virtual Standby
server and the source virtual machine (node).

1. Loginto the CA ARCserve Central Virtual Standby server and open Control
Panel.

2. From the Control Panel, open Administrative Tools.
3. Double-click Local Security Policy.

The Local Security Policy window opens.
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4. From the Local Security Policy window, expand Local Policies and expand
Security Options.

The Security Policies appear.

5. Right-click Network access: Sharing and security model for local accounts and
click Properties on the pop-up menu.

The Network access: Sharing and security model for local accounts properties
dialog opens.

6. Click Local Security Setting.
From the drop-down list, select Classic - local users authenticate as themselves.

Click OK.

Verify that the value applied to the Local Policies for the LAN manager
authentication level is set to send LM & NTLMv2 — use NTLMv2 session security if
negotiated. To apply the value, do the following:

1. Login tothe CA ARCserve Central Virtual Standby server and open the
command prompt.

Execute the following command
secpol.msc
The Local Security Settings dialog opens.
2. Select local policies and click security options.
Search for Network security: LAN manager authentication level.
Double-click the option.
The Properties dialog opens
3. Select the following option and click OK.
send LM & NTLMv2 — use NTLMv2 session security if negotiated
4. From the command prompt, execute the following command:
gpupdate

The value is applied.

Chapter 8: Troubleshooting CA ARCserve Central Virtual Standby 165



Blank Webpages Appear or Javascript Errors Occur

Blank Webpages Appear or Javascript Errors Occur

Valid on Windows Server 2008 and Windows Server 2003 operating systems.

Symptom:

When you open CA ARCserve Central Applications websites using Internet Explorer,
blank web pages appear or Javascript errors occur. The problem occurs when opening
Internet Explorer on Windows Server 2008 and Windows Server 2003 operating
systems.

This problem occurs under the following conditions:

®m  You are using Internet Explorer 8 or Internet Explorer 9 to view your application,
and the browser does not recognize the URL as a trusted site.

®m  You are using Internet Explorer 9 to view your application, and the communication
protocol in use is HTTPS.

Solution:

To correct this problem, disable Internet Explorer Enhanced Security on the computers

that you use to view your application.

To disable Internet Explorer Enhanced Security on Windows Server 2008 systems, do

the following:

1. Logon to the Windows Server 2008 computer that you use to view reports using
the Administrator account or an account that has administrative privileges.

2. Right-click Computer on the desktop and click Manage to open the Server Manager
window.

3.  From the Server Manager window, click Server Manager (Server Name).

From the Server Summary section, open Security Information and click Configure IE
ESC as illustrated by the following:

| @ o to Windows Firewall

2 Configure Updates

‘Windows Firewsall: Public: On
+4 Check For New Roles
indog=llindates: Botleoniiolred 55 Run Securiby Configuration Wizard
Last checked fFor Mewver f-‘u Configure IE ESC
updates:
Last installed updates: Mever
1IE Enhanced Security O For Administrators
Configuration (ESC): o for Users

The Internet Explorer Enhanced Security Configuration dialog opens.
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4. On the Internet Explorer Enhanced Security Configuration dialog, do the following:
m  Administrators--Click Off
m  Users--Click Off.
Click OK.

The Internet Explorer Enhanced Security Configuration dialog closes and Internet
Explorer Enhanced Security is disabled.

To disable Internet Explorer Enhanced Security on Windows Server 2003 systems, do
the following:

1. Logon tothe Windows Server 2003 computer that you use to view reports using
the Administrator account or an account that has administrative privileges.

2. Open Windows Control Panel and then open Add or Remove Programs.

3.  From the Add or Remove Programs dialog, click the Add/Remove Windows
Components option to access the Windows Components Wizard screen.

Clear the checkmark next to Internet Explorer Enhanced Security Configuration.
Click Next.
Follow the on-screen instructions to complete the configuration and then click

Finish.

Internet Explorer Enhanced Security is disabled.

Chapter 8: Troubleshooting CA ARCserve Central Virtual Standby 167



How to Troubleshoot Page Loading Problems

How to Troubleshoot Page Loading Problems

Valid on Windows platforms.

Symptom:

The following error messages appear in browser windows when you log in to CA
ARCserve Central Applications, CA ARCserve D2D nodes, and monitoring servers.

Message 1:

Errors on this webpage might cause it to work incorrectly.

Message 2:

Solution:

Web pages do not load properly for many reasons. The following table describes
common reasons and the corresponding corrective actions:

Reason

Corrective Action

There are problems with the underlying
HTML source code.

Refresh the webpage and try again.

Your network blocks Active scripting,
ActiveX, or Java programs.

Allow your browser to use Active scripting,
ActiveX, or Java programs.

Your antivirus application is configured to
scan temporary Internet files and
downloaded programs.

Filter your antivirus application to allow
Internet-related files associated with CA
ARCserve Central Applications webpages.

The scripting engine installed on your
computer is corrupt or outdated.

Update the scripting engine.

The video card drivers installed on your
computer are corrupt or outdated.

Update the video card drivers.

The DirectX component installed on your
computer is corrupt or outdated.

Update the DirectX component.
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Web Pages Do Not Load Properly When Logging in to CA
ARCserve D2D Nodes and Monitoring Servers

Valid on Windows platforms.

Symptom:

Web pages in browser windows do not load properly, display error messages, or both
when logging in to CA ARCserve D2D nodes and Monitoring Servers from the Nodes
screen.

Solution:

This behavior affects mainly Internet Explorer browsers. Web pages may not load
properly when Active scripting, ActiveX controls, or Java programs are disabled on your
computer or blocked on your network.

You can correct the problem by refreshing your browser window. However, if refreshing
your browser window does not correct the problem, do the following:

1. Open Internet Explorer.
From the Tool menu, click Internet Options.
The Internet Options dialog opens.
2. Click the Security tab.
The Security options display.
3. Click Internet zone.
The Internet Zone options display.
4. Click Custom Level.
The Security Settings - Internet Zone dialog opens.
5. Scroll to the Scripting category.
Locate Active scripting.
Click the Enable or Prompt option.
6. Click OK on the Security Settings - Internet Zone dialog.
The Security Settings - Internet Zone dialog closes.
7. Click OK on the Internet Options dialog.
The Internet Options dialog closes and the Active scripting option is applied.
Note: If this solution does not correct the problem, consult your systems administrator

to verify that other programs, such as antivirus or firewall programs, are not blocking
Active scripting, ActiveX controls, or Java programs.
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Garbage Characters Appear in Browser Windows When
Accessing CA ARCserve Central Applications

Valid on all Windows operating systems. All browsers affected.

Symptom:

When you log in to CA ARCserve Central Applications, garbage characters appear in the
content area of your browser window.

Solution:

This problem occurs when you install CA ARCserve Central Applications using HTTPS
communication and then try to access CA ARCserve Central Applications using HTTP
communication. The underlying CA ARCserve Central Applications web services
component does not support the capability to convert HTTP URLs to HTTPS URLs. As a
result, garbage characters appear in your browser window. For example:

S I

To correct this problem, access CA ARCserve Central Applications using HTTPS when you
install or configure the applications to communicate using HTTPS.
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CA ARCserve D2D Web Service Fails on CA ARCserve D2D

Nodes

Valid on Windows platforms.

Symptom:

The web service running on CA ARCserve D2D nodes starts and fails or cannot start.
Solution:

This problem occurs when the port used by the CA ARCserve D2D web service is the
same as the port used by the VMware vCenter web service (Tomcat).

The port that CA ARCserve D2D uses can conflict with the default port that Tomcat uses.
This conflict causes Tomcat to fail when CA ARCserve D2D is started before it. To
remedy this problem, you can change the Tomcat default port as follows:

1. Access the CA ARCserve D2D Monitor, click the Advanced option, and select Stop
Service.

The CA ARCserve D2D Web Service is stopped.

Open CA ARCsepse D20
Backup Mow
Settings

Restore —
=) Create Book Kit

@ Licensing

Copy Recowvery Point

Mount Recovery Paint
Check For Updates

ALEBE0AEA

Motifications

Mews Feed ]
Socal Metworking »

Advanced

About
3 Eit

2. Access the Tomcat server.xml file to edit/configure the behavior of Tomcat.
The Tomcat server.xml file is located in the following folder structure:

C:\Program Files\CA\ARCserve Central Applications\TOMCAT\conf
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3. Locate the <Server> tag inside the server.xml file.

-io(x]

File Edit Faormat Wiew Help
=l

http:/Awww. apache. org/1icenses /LICENSE-2.0

Unless required by applicable law or agreed to in writing, software
distributed under the License iz distributed on an "as IS" BASIS,
WITHOUT WARRANTIES OR CONDITIONS OF AMY KIND, either express or impli
see the License for the specific language governing permissions and
Timitations under the License.
——>
<!—— nNote: A "server" is not itself a "Container", so you may not
define subcomponents such as "wvalwes" at this 1eve¥.
pocumentation at fdocs/configsserver.htm]

l——apR Tibrary Toader. Documentation at Sdocs/sapr.htm]l ——»
<Listener classwame="org.apache.catalina.core.apriifecycleliste
<!——Initialize Jasper prior to webap?s are Jloaded. Documentatio
<Listener classwame="org.apache.catalina.core.JasperListener"” />
<l —— JMx Su?pnrt for the Tomcat serwver. Documentation at Sdocs/
<Listenar classWame="org.apache.catalina.mbeans.serverLifecycle
<Listener classwWame="org.apache.catalina.mbeans.Globalresourcesi
<!-- 51lobal INDI resources
Documentation at Sdocs/jndi-resources-howto.html

-
<GlobalMamingresources:>

<!-—"Editable user database that can also be used by -

1] | oz
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4. Edit the <Server> tag as follows:
From:
<Server>
To:
<Server port="8015" shutdown="SHUTDOWN">

T=I

File Edit Format Wew Help
=]

http:/Awww. apache. org/Ticenses /LICENSE-2.0

Unless required by applicable Taw or agreed to in writing, software
distributed under the License 4= distributed on an "As IS" BASIS,
WITHOUT WARRANTIES OR CONDITIONS OF AMY KIMD, either express or dimpli
see the License for the specific Tanguage governing permissions and
Timitations under the License.
-
<l—— Note: A "server" is not dtself a "Container”, so you may not
define subcomponents such as "walwes" at this TEUE¥.
Documentation at fdocs/config/server.html
<server port="8015" shutdown="SHUTDOWH" > |
<T——APR [Thrary loader. pocumentation at sdocs/apr.htm]l —-»
<Listener classmame="org.apache. catalina. core.aprLifecycleliste
<!——Initialize Jasper prior to webapps are loaded. Documentatio
<Listener classmame="org.apache.catalina. core.lJasperListener” />
<l—— JMx Squort for the Tomcat server. Documentation at Sdocs/
<Listener classmame="org.apache.catalina.mbeans. serverLifecycle
<Listener classMame="org.apache.catalina.mbeans.slobalresourcesl
<!—— 3laobal IMDI resources
pocumentation at Sdocs/indi-resources-howto. htm]

<GlobalMamingresources:
<!—— Editable user database that can also be used by -

1] | W s

5. Save and close the server.xml file.

The command to shut down Tomcat has now been configured so that it must be
received by the server on the named port (8015).

6. Access the CA ARCserve D2D Monitor, click the Advanced option, and select Start
Service.

The CA ARCserve D2D Web Service is started.
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The CA ARCserve D2D Web Service Runs Slowly

Valid on Windows operating systems.

Symptom 1:

The CA ARCserve D2D web service on CA ARCserve D2D systems runs slowly. You can
detect other symptoms such as:

m  The CA ARCserve D2D web service stops responding or occupies 100 percent of the
CPU resources.

m  CA ARCserve D2D nodes perform poorly or cannot communicate with the web
service.
Solution 1:

In various environmental configurations, you can discover that the CA ARCserve D2D
web service occupies too much CPU time, or the response is slow. By default, Tomcat is
configured to allocate a limited amount of memory to the nodes, which may not be
suitable for your environment. To verify this problem, review the following log files:

<D2D_home>\TOMCAT\logs\casad2dwebsvc-stdout.*.log
<D2D_home>\TOMCAT\logs\casad2dwebsvc-stder.*.log
<D2D_home>\TOMCAT\logs\catalina.*.log
<D2D_home>\TOMCAT\logs\localhost.*.log

Search for the following message:

java.lang.OutOfMemoryError
To correct this problem, increase the amount of allocated memory.

To increase the memory, do the following:
1. Open Registry Editor and access the following key:
m  x86 Operating Systems:

HKEY LOCAL MACHINE\SOFTWARE\Apache Software Foundation\Procrun
2.0\CASAD2DWebSvc\Parameters\Java

m  x64 Operating Systems:

HKEY LOCAL MACHINE\SOFTWARE\Wow6432Node\Apache Software Foundation\Procrun
2.0\CASAD2DWebSvc\Parameters\Java
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2.

3.

Do one of the following:

m If the message in the log file is the following:
java.lang.OutOfMemoryError: PermGen space
Append the following to the value of Options.
-XX:PermSize=128M -XX:MaxPermSize=128M

Note: You may need to increase the value of -XX:MaxPermSize to suit your
environment.

m If the message in the log file is one of the following:

java.lang.OutOfMemoryError: Java heap space
java.lang.OutOfMemoryError: GC overhead limit exceeded

Increase the value of the following DWORD:
JvmMx

Restart the CA ARCserve D2D web service.

Symptom 2

Scheduled backups are skipped and stop running.

Solution 2

When you configure the MAX value as 20 or less than 20 for concurrent backups, do the

following:

1.

Increase the value of the following DWORD:
JvmMx=256

Note: This DWORD is referenced in Solution 1.
Append the following to the value of Options.
-XX:MaxPermSize=128M

Note: This DWORD is referenced in Solution 1.

When you configure the MAX value as more than 20 but less than 50 for concurrent
backups, do the following:

1.

Increase the value of the following DWORD:
JvmMx=512

Note: This DWORD is referenced in Solution 1.
Append the following to the value of Options.
-XX:MaxPermSize=256M

Note: This DWORD is referenced in Solution 1.
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CA ARCserve Central Virtual Standby Cannot Communicate with the CA ARCserve D2D Web Service on Remote Nodes

CA ARCserve Central Virtual Standby Cannot Communicate
with the CA ARCserve D2D Web Service on Remote Nodes

Valid on Windows operating systems.

Symptom:

CA ARCserve Central Virtual Standby cannot communicate with the CA ARCserve D2D
web service on remote nodes.

Solution:

The following table describes reasons why CA ARCserve Central Virtual Standby cannot
communicate with the CA ARCserve D2D web service on remote nodes and the
corresponding corrective action:

Cause Corrective Action
The network was not available or not Verify that the network is available and
stable when applying policies. stable and then try again.

The CA ARCserve D2D computer could not Verify that the CPU on the remote CA
handle the load when the application tried ARCserve D2D node is in a normal state

to communicate with the node. and then try again.

The CA ARCserve D2D service on the Verify that the CA ARCserve D2D on the
remote node was not running when remote node is running and then try
applying policies. again.

The CA ARCserve D2D service was not Restart the CA ARCserve D2D service on
communicating properly. the remote node and then try again.
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Certificate Error Appears When You Log In to the Application

Certificate Error Appears When You Log In to the Application

Valid on Windows platforms.

Symptom:

The following message appears in your browser window when you log in to the
application:

m  Internet Explorer:
There is a problem with this website's security certificate.
m  Firefox:
This connection is untrusted.
m  Chrome:
This site's security certificate is not trusted!
If you specify an option that lets you continue to the website, you can log in to the
application successfully. However, you encounter this behavior every time you log in to
the application.
Solution:

This behavior occurs when you specify to use HTTPS as the communication protocol. To
correct this problem temporarily, click the link in your browser window that lets you
continue to the website. However, the next time that you log in to the application, you
will encounter the message again.

HTTPS communication protocol provides a higher level of security than HTTP
communication protocol. If you want to continue to communicate using HTTPS
communication protocol, you can purchase a security certificate from VeriSign and then
install the certificate on the application server. Optionally, you can change the
communication protocol used by the application to HTTP. To change the communication
protocol to HTTP, do the following:

1. Login to the server where you installed the application.

2. Browse to the following directory:
C:\Program Files\CA\ARCserve Central Applications\BIN

3. Execute the following batch file:
ChangeToHttp.bat

4. After the batch file executes, open Windows Server Manager.
Restart the following service:

CA ARCserve Central Applications Service
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Invalid Credentials Message Appears When Adding Nodes

Valid on Widows platforms.

Symptom:

The following message appears when you try to add nodes to the Nodes screen:

Invalid credentials.

Solution:

This problem occurs under the following scenarios:

The credentials specified on the Add Nodes dialog are incorrect.

The time on the node is not the same as the time on the application server.

To correct this problem, do the following:

1.
2.

Log in to the application server and then log in to the application.
From the home page, select Node on the Navigation bar.
The Node screen displays.

From the Node toolbar, click Add, and then click Add Node by IP/Name on the
pop-up menu.

The Add Node by IP/Name dialog opens.

Complete the following fields on the Add Node by IP/Name dialog:

m IP/Node Name--Lets you specify the IP address or the name of the node.
m  Description--Lets you specify a description for the node.

m  User Name--Lets you specify the user name that is required to log in to the
node.

m  Password--Lets you specify the password that is required to log in to the node.
Click Validate.
If the message Invalid credentials appears, do the following:

a. Verify that you specified the correct credentials on the Add Nodes dialog and
then click Validate.

b. If the message Invalid credentials appears, verify that the operating system
time on the application server is the same as the operating system time on the
node.

Note: The operating system times can reside in different time zones. However,
the operating system times cannot be different dates. Specifically, verify that
the operating system date on the node is no more than one calendar day plus
or minus the operating system date on the application server.
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Invalid Credentials Messages on Windows XP

Valid on computers running Windows XP operating systems.

Symptom:

When you add Windows XP-based nodes from the Node screen, the following message
appears:

Invalid user credentials.

Solution:

Under various conditions, CA ARCserve Central Virtual Standby cannot add Windows
XP-based nodes that have the Windows, Use simple file sharing, Folder Option specified.
To correct this problem, do the following:

1. Login tothe Windows XP node and open Windows Explorer.

2.  From the Tools menu, click Folder Options.
The Folder Options dialog opens.

3. Click View and scroll to Use simple file sharing (Recommended).

4. Clear the checkmark next to Use simple file sharing (Recommended) and click OK.
Simple file sharing is disabled.

5. Login to the CA ARCserve Central Virtual Standby server and then add the node.

Access Denied Errors Occur when Adding a Node by IP/Name

Valid on all Windows operating systems that support User Account Control (UAC).
Note: Windows Vista or later versions.

Symptom:

When you add nodes from the Add node by IP/Name dialog using a new Windows user
account that is not a built-in administrator or domain user account and is a member of
the administrators group, the following message displays:

Access is denied. Verify user has administrator privilege and the remote registry
access is not restricted by local security policy of the added machine.

The result is that you cannot add the node.
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Solution:

You can expect this behavior when UAC is enabled on computers running a Windows
operating system that supports UAC. UAC is a Windows feature that allows only the
Administrator account to log in to the computer from a remote location.

Use one of the following methods to resolve this issue:

Disable Remote UAC:

1. Click Start, type regedit in the Search programs and files field, and then press Enter,
which opens Windows Registry Editor.

Note: You may need to provide administrative credentials to open Windows
Registry Editor.

2. Locate and click the following registry key:
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Policies\S
ystem

3. From the Edit menu, click New and then click DWORD (32-bit) Value.

4. Specify LocalAccountTokenFilterPolicy as the name for the new entry and then
press Enter.

5. Right-click LocalAccountTokenFilterPolicy and then click Modify.

6. Specify 1in the Value data field and then click OK.

7. Exit the Registry Editor.

Disable UAC:

1. Login to the node using the Administrator account.

2. Open Windows Control Panel.

3. Open User Accounts.

4. From the Make changes to your user account screen, click Change User Account

Control Settings and then do one of the following:

m  Windows Vista and Windows Server 2008: On the Make changes to you user
account screen, click Turn User Account Control on or off. Then on the Turn on
User Account Control (UAC) to make your computer more secure screen, clear
the check box next to Use User Account Control (UAC) to help protect your
computer, and click OK.

Restart your computer to apply the changes to UAC.

m  Windows Server 2008 r2 and Windows 7: On the Choose when to be notified
about changes to your computer screen, move the slider from Always notify to
Never notify. Click OK, close Windows Control Panel.

Restart your computer to apply the changes to UAC.
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Nodes Do Not Appear on the Node Screen After Changing the
Name of the Node

Valid on Windows platforms.

Symptom:

The host name of the node was changed after it was added to the Node screen. The
node no longer appears on the Node screen.

Solution:

This behavior is expected. CA ARCserve Central Virtual Standby retains the name of the
node as it was added from the node screen. When you rename the node, Virtual
Standby cannot detect the node. As such, the node does not appear on the node screen.

To display renamed nodes on the node screen, do the following:
1. Rename the node.
2. Open the Node screen and delete the node (see page 64) that was renamed.

3. Add the node (see page 33) using its new name.

Operating System Not Found Errors Occur

Valid on Windows platforms.

Symptom:

The following message appears when the power on Virtual Standby virtual machine
operation fails:

Operating System Not Found.

Solution:

The above behavior can occur on virtual machines that contain SCSI and IDE devices. If
this problem occurs, examine how disks are configured on your virtual machine and
verify that the boot sequence of the recovered virtual machine is the same as the source
virtual machine. If the boot sequence is different, update the BIOS on the recovered
virtual machine to match that of the source.

Note: Use (0:1) to represent the first IDE disk.
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Virtual Standby Jobs to Hyper-V Systems Fail

Virtual Standby Jobs to Hyper-V Systems Fall

Valid on Windows operating systems.

Symptom:

Virtual Standby jobs fail to Hyper-V systems. The following message appears in the
Activity Log:

Virtual Standby job failed to get the Hyper-V VM.

Solution:
Virtual Standby jobs fail under the following conditions:

m  The Virtual Standby web service is unable to retrieve information about the virtual
machine from the Hyper-V system. Communication problems between the CA
ARCserve Central Virtual Standby server and the Hyper-V system occur when the
required Hyper-V services are not running on the Hyper-V system.

Solution: Verify that all of the required Hyper-V services are running on the Hyper-V
system.

m  The Hyper-V system does not contain a sufficient amount of free disk space that is
required to create the Virtual Standby virtual machine or to create a snapshot of
the Virtual Standby virtual machine.

Solution: Consider reconfiguring the Hyper-V system to allow more free disk space
in the system volume.

Note: If you discover other possible causes, contact CA Support.

Virtual Standby Jobs Fail Due to Internal Errors

Valid on Windows operating systems.
Symptom 1:
Virtual standby jobs fail. One of the following messages appears in the Activity Log:

Failed to convert virtual disk
An internal error occurred, contact technical support

In addition, VDDK reports the following error message:

Unknown Error.
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Solution 1:

To correct this problem, consider the following solutions:

Conversion operations can fail when there is not enough free disk space on the data
store that is specified in the Virtual Standby policy. VDDK returns the message
because the VDDK API (currently) does not support the capability to detect the
amount of free disk space on the data store. To correct this problem, free the
amount of disk space on the original data store that is required to complete the
operation and then resubmit the job.

Network disturbance and high network traffic can cause the conversion operations
to fail. To correct this problem, verify that source node and the ESX Server system
or the vCenter Server system can communicate with each other though the
network, and then resubmit the job.

Multiple concurrent connections consisting of backup or recover VM jobs to the ESX
Server system or the vCenter Server system, which includes vSphere SDK
connections through the VMware vSphere Client, can cause the jobs to fail. To
correct this problem, close all unnecessary connections and then resubmit the job.

This problem is the result of a VMware VDDK connection limitation. The following
Network File Copy (NFC) protocol limits apply:

— ESX 4: 9 direct connections, maximum

—  ESX 4 through vCenter Server: 27 connections, maximum
—  ESXi 4: 11 direct connections, maximum

—  ESXi 4 through vCenter Server: 23 connections, maximum

- ESXi 5: Limited by a transfer buffer for all NFC connections and enforced by the
host; the sum of all NFC connection buffers to an ESXi host cannot exceed
32MB. 52 connections through vCenter Server which includes the per-host
limit.

Note: Connections cannot be shared across disks. The maximum limits do not apply

to SAN or hotadd connections. If the NFC client fails to shut down properly,

connections can remain open for ten minutes.

Examine the Tasks and Events sections of the VMware vSphere Client log to
discover internal errors for the specific virtual machine. Correct the internal errors
and then resubmit the job.

Example: Another application or operation is using the VMDK file. To correct this
problem, release the file and then resubmit the job.
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Symptom 2:

Virtual standby jobs fail. One of the following messages appears in the Activity Log:

Failed to convert virtual disk
An internal error occurred, contact technical support

In addition, VDDK reports the following error message:

Open vmdk failed with error File not found.

Solution 2:

This problem can occur under the following conditions:

m  VDDK did not process a snapshot properly.

m  VDDK did not delete a snapshot manually or internal to the virtual machine.

To correct this problem, resubmit the job. If the job fails again, delete the recovered
virtual machine and resubmit the job.

Symptom 3:

Virtual standby jobs fail. One of the following messages appears in the Activity Log:

Failed to convert virtual disk
An internal error occurred, contact technical support

In addition, VDDK reports the following error message:

Open vmdk failed or "The server refused connection" error message

Solution 3:

This problem is the result of a VMware VDDK connection limitation. The following
Network File Copy (NFC) protocol limits apply:

m  ESX 4: 9 direct connections, maximum

m  ESX 4 through vCenter Server: 27 connections, maximum

m  ESXi4: 11 direct connections, maximum

m  ESXi 4 through vCenter Server: 23 connections, maximum

Note: Connections cannot be shared across disks. The maximum limits do not apply to

SAN or hotadd connections. If the NFC client fails to shut down properly, connections
can remain open for ten minutes.
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Virtual Standby Jobs Fail Using the hotadd Transport Mode

Valid on Windows platforms.

Symptom:

Recovery operations fail when recovering data using the hotadd transport mode. The
following message appears in the Activity Log:

An unknown error has occurred. Contact technical support.

In addition, VDDK reports the following error message:

Unknown Error.
Solution:

Recovery operations fail using the hotadd transport mode when the disk settings are
not configured properly.
To configure the disk, do the following:
1. Login to the backup proxy system using an account with administrative privileges.
Open Windows Command Line.
2.  From the command line, type the following command
diskpart
Press Enter.
Type SAN and then press Enter.
The current SAN policy displays.
3. Type the following command:
SAN POLICY = OnlineAll
Press Enter.

The SAN policy is configured as do not automatically mount SAN hosted volumes.
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To clear the read only attribute of the specific SAN disk, select the disk from the disk
list and type the following command:

attribute disk clear readonly
Press Enter

Type exit and then press Enter.

The disk is configured and you can resubmit the job. If the job fails again, mount the
hotadd disks manually using disk management on the proxy system.

To mount the disks manually, do the following:

1.

Log in to the backup proxy system using an account with administrative privileges.
Open Windows Control Panel and double-click Administrative Tools.

The Administrative Tools window opens.

From the Favorites list, double-click Computer Management.

The Computer Management opens.

Expand Storage and click Disk Management.

The disks display.

Right-click the disk that you want to mount and click Online.

The disk is mounted and you can resubmit the job.

Virtual Standby Jobs End with No Sessions Warning Messages

Valid on Windows platforms.

Symptom:

The Virtual Standby jobs end and one of the following messages appear in the Activity

Log:

Virtual Standby job ends with no session(s).

Virtual Standby was unable to detect backup sessions on the CA ARCserve D2D server
to create recovery point snapshots. There may be no backup sessions on the CA ARCserve
D2D server that can be converted.
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Backup and Recovery Jobs Do Not Use the SAN Transport Mode

Solution:
You will encounter problems of this type under the following conditions:

m  You used CA ARCserve Central Protection Manager to apply the CA ARCserve D2D
backup policy to the node and one of the following.

— The CA ARCserve D2D backup source settings were changed from the Select
individual volumes to back up option to the Back up the entire machine option,
and a full backup was not submitted or did not complete using the updated
backup settings after Virtual Standby policy was deployed to the node.

Solution: Submit a full backup of the CA ARCserve D2D node.

— The CA ARCserve D2D backup source settings were changed from the Back up
the entire machine option to the Select individual volumes to back up option
after the Virtual Standby policy was deployed to the node.

Solution: Change the CA ARCserve D2D backup source settings from the Select
individual volumes to back up option to the Back up the entire machine option,
and then submit a full backup of the CA ARCserve D2D node.

Backup and Recovery Jobs Do Not Use the SAN Transport Mode

Valid on Windows platforms.

Symptom:

Backup and recovery jobs do not use the SAN transport mode (see page 206). The jobs
revert to the NBD transport mode (see page 205) or the NBDSSL transport mode (see
page 205). The Transport Mode field on the Backup Status Monitor dialog displays the
mode that is used.

Solution:

The symptoms described above can occur when the SAN LUN is not properly configured
on the backup proxy system. However, if Windows Disk Management detects the SAN
LUN and the problem persists, the disk could be off line or the read attribute for the disk
is not correct. To prevent this behavior from occurring, reconfigure the disk.

To configure the disk, do the following:

1. Login to the source node or the Monitor server using an account with
administrative privileges.

2. Open Windows Command Line.
3. From the command line, type the following command
diskpart

Press Enter.
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4. Type SAN and then press Enter.
The current SAN policy displays.
5. Type the following command:
SAN POLICY = OnlineAll
Press Enter.
The SAN policy is configured as do not automatically mount SAN hosted volumes.

6. To clear the read only attribute of the specific SAN disk, select the disk from the disk
list and type the following command:

attribute disk clear readonly
Press Enter

7. Type exit and then press Enter.

The disk is configured and you can resubmit the job.

Backup and Recovery Jobs Using the hotadd Transport Mode
Cannot Mount Disks

Valid on Windows platforms.

Symptom:

Backup and recovery jobs that use the hotadd transport mode cannot mount disks to
the source node or the monitor server. In addition, the following message appears in
the Activity Log:

Failed to open VMDK file %1!s!. Please refer to debug log AFBackend.Log for more detail.
Contact technical support.

Solution:

To correct this problem, do the following:
1. Open VMware vSphere Client.

Log in to the ESX Server system or the vCenter Server system using administrative
credentials.

2. Select the proxy virtual machine and edit the settings for the proxy virtual machine.

3. Remove the hotadd disks from the proxy system, if disks were attached during the
conversion job.

4. Resubmit the job.
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Troubleshooting Error Numbers

Troubleshooting Error Numbers

The following table describes error numbers that display as pop-up messages when
adding or updating nodes using CA ARCserve Central Virtual Standby.

Error Number Description Possible Solution

12884901933 Cannot connect to the CA  Verify the following:
ARCserve D2D service on
*** and error number is
12884901933. Verify that m  The host name, IP address, and communication protocol
all entries for the node is specified for the node is correct.
correct and the CA
ARCserve D2D service is
running.

m  The CA ARCserve D2D service is running on the node.

m  The CA ARCserve D2D web service on the node is running,
and not blocked because the DNS cannot resolve the IP
address for the node.

m  The CA ARCserve D2D web service on the node is running,
and the Windows firewall, or any other firewall, is not
blocking communication.

m The network cable that is connected to the node is
functioning properly.

m  The user thatis logged in to the node obtained the
permissions that are required to communicate using a
wireless network.

Add New Tab Link Not Launching Properly for Internet Explorer
8, 9, and Chrome

Valid on Windows

Symptom:

When | add a new tab link to the Navigation bar specifying an HTTPS URL, the following
error messages appear when | click the new tab:

m  Internet Explorer 8 and 9:

Content was blocked because it was not signed by a valid security certificate.

®  Chrome:

The webpage is not available.
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Add New Tab Link Not Launching Properly for Internet Explorer 8, 9, and Chrome

Solution:

To correct this problem for Internet Explorer, do the following:

Internet Explorer 8:
Click on the message bar and select "Display Blocked Content".
Internet Explorer 9:

Click the "Show content" button from the message bar at the bottom of the page.
The page refreshes and the added tab link opens successfully.

To correct this problem for Chrome, perform the following steps:

Step 1 - Export Certificate:

1.

6.
7.

Open a new tab in Chrome and enter the HTTPS URL.

A warning message appears, "The site's security certificate is not trusted!"
From the address bar, click the lock with the 'X'.

A pop-up window opens with a Certification Information link.

Click the Certificate Information link.

The Certificate dialog opens.

Click the Details tab and then click Copy to File, to save the certificate to your local
computer.

The Certificate Export Wizard dialog opens.

Click Next to select the format you want to use to export the file.

Note: DER encoded binary X.509 (.CER) is selected by default.

Click Next to browse to a location where you want to save the certificate.

Click Next to complete the Certificate Export Wizard and then click Finish.

The certificate exports successfully.

Step 2 - Import Certificate:

1.

Open the Tools Options from Chrome.

The Options screen opens.

Select the Under the Hood option and click Manage Certificates from HTTPS/SSL.
The Certificates dialog opens.

Click Import.

The Certificate Import Wizard dialog opens.

Click Next to browse for the certificate you saved on your local computer.
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Add New Tab Link, RSS Feeds, and Social Networking Feedback Not Launching Properly on Internet Explorer 8 and 9

5. Click Next to open the Certificate Store.
The Certificate Store dialog opens.
6. Click Browse to open the Select Certificate Store dialog.
The Select Certificate Store dialog opens.
7. Select Trusted Root Certification Authorities from the file list and click OK.
The Certificate Store dialog appears.
8. Click Next to complete the Certificate Import Wizard and then click Finish.
A Security Warning dialog opens stating that you are about to install a certificate.

Click Yes to agree on the terms.

The certificate imports successfully.

Add New Tab Link, RSS Feeds, and Social Networking Feedback
Not Launching Properly on Internet Explorer 8 and 9

Valid on Windows

Symptom:
For an HTTPS CA ARCserve Central Applications URL:

When | add a new tab link to the Navigation bar specifying an HTTP URL, the following
error message appears when | click the new tab and the Feedback link:

Navigation to the webpage was canceled.
In addition, the RSS Feeds are not displayed.
Note: The Feedback link also displays the error message even if you do not select the
new added tab link.
Solution:
To correct this problem, do the following:
®  Internet Explorer 8:

After you log in, click No on the pop-up security warning message, "Do you want to
view only the webpage content that was delivered securely?" By clicking No allows
the delivery of unsecured content to your webpage.

m  [nternet Explorer 9:

Click the "Show all content" button on the message bar displayed at the bottom of
the page. The page refreshes and the added tab link opens successfully.
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Cannot Specify an Asterisk or Underscore as a Wildcard in Filter Fields Using Japanese Keyboards

Cannot Specify an Asterisk or Underscore as a Wildcard in
Filter Fields Using Japanese Keyboards

Valid on Windows

Symptom:

Because of the different keycodes between the US and Japanese keyboards, the
Japanese keyboard does not allow you to enter the wildcard character "*" and other
special characters, such as the underscore character "_", into the following filter fields:
m  Occurs only on Firefox:

- Node > Add Group - Node Name Filter field

- Policies > Policy Assignment tab > Assign and Unassign Policy - Node Name
Filter field

— Restore > Node Explorer - Node Name field

Solution:

m  To prevent this from occurring, open a text editing application such as Notepad.
Type the special characters, such as "*" and "_", in the text editor. Then copy the
characters from the text editor into the the field.

Virtual Machines Do Not Power On Automatically

Valid on Windows.

Symptom:

Virtual machines do not power on automatically. The value of the Recovery, Stand-in
setting is defined as Automatically start the Virtual Machine.

Solution:

This is expected behavior. The application cannot automatically power on virtual
machines that were added from CA ARCserve Central Host-Based VM Backup servers. As
a result, when you deploy policies that contain a recovery method that is defined as
Automatically start the virtual machine to nodes that are protected by Host-Based VM
Backup, Virtual Standby changes the value of the recovery method to Manually start the
virtual machine.

The solution to this behavior is to protect the virtual machine using CA ARCserve D2D or
CA ARCserve Central Protection Manager.
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CA ARCserve Central Virtual Standby Cannot Communicate With The Nodes

CA ARCserve Central Virtual Standby Cannot Communicate
With The Nodes

Valid on Windows operating systems

Symptom:

CA ARCserve Central Virtual Standby cannot communicate with the nodes.

Solution:

To ensure that CA ARCserve Central Virtual Standby can deploy policies to nodes and
protect nodes, verify that the Virtual Standby server and the nodes that you want to
protect can communicate with each other using their host names.

Follow these steps:

1. From the CA ARCserve Central Virtual Standby server, ping the nodes that you want
to protect using the host names of the nodes.

2. From the nodes that you want to protect, ping the CA ARCserve Central Virtual
Standby server using the host name of the server.

Error Preparing for Remote Conversion. Failed to Create VSS

Snapshot

Valid on all Windows operating systems

Symptom:

When you manually create a VSS snapshot through the vssadmin utility, the following
error message appears:

"Another shadow copy creation is already in progress. Please wait a few moments and
try again."
Solution:

Restart the Volume Shadow Copy service.
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Chapter 9: Applying Best Practices

This section contains the following topics:

How the Installation Process Affects Operating Systems (see page 195)
Exclude Files from Antivirus Scanning (see page 200)
How CA ARCserve Central Virtual Standby Licensing Works (see page 202)

How the Installation Process Affects Operating Systems

The CA ARCserve Central Applications installation process updates various Windows
operating system components using an installation engine named the Microsoft Installer
Package (MSI). The components included in MSI let CA ARCserve Central Applications
perform custom actions that let you install, upgrade, or uninstall CA ARCserve Central
Applications.

The following table describes the custom actions and the affected components.

Note: All CA ARCserve Central Applications MSI packages call the components listed in
this table when you install and uninstall CA ARCserve Central Applications.

Component Description

CallAllowInstall Lets the installation process check for conditions
relating to the current application installation.

CallPrelnstall Lets the installation process read and write MSI
properties. For example, read the application
installation path from the MSI.

CallPostlInstall Lets the installation process perform various tasks
relating to installation. For example, registering
application into the Windows Registry.

CallAllowUninstall Lets the uninstallation process check for conditions
relating the current application installation.

CallPreUninstall Lets the uninstallation process perform various
tasks relating to uninstallation. For example,
un-registering application from the Windows
Registry.

CallPostUninstall Lets the uninstallation process perform various
tasks after the installed files are uninstalled. For
example, removing the remaining files.
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Component Description

ShowMsilog Displays the Windows Installer log file in Notepad if
the end user selects the Show the Windows
Installer log check box in the
SetupCompleteSuccess, SetupCompleteError, or
Setuplinterrupted dialogs and then clicks Finish.
(This works only with Windows Installer 4.0.)

ISPrint Prints the contents of a ScrollableText control on a
dialog.
This is a Windows Installer .dIl custom action. The
name of the .dll file is SetAllUsers.dll, and its entry
point is PrintScrollableText.

CheckForProductUpdates Uses FLEXnet Connect to check for product
updates.

This custom action launches an executable file
named Agent.exe, and it passes the following:

/au[ProductCode] /EndOflInstall

CheckForProductUpdatesOnReb  Uses FLEXnet Connect to check for product updates
oot on reboot.

This custom action launches an executable file
named Agent.exe, and it passes the following:

/au[ProductCode] /EndOfinstall /Reboot

m  Directories Updated--The installation process installs and updates the application
files in the following directories by default:

C:\Program Files\CA\<application name> (for example, ARCserve Central
Applications or ARCserve D2D)

You can install the application into the default installation directory or into an
alternative directory. The installation process copies various system files to the
following directory:

C:\WINDOWS\SYSTEM32

m  Windows Registry Keys Updated--The installation process updates the following
Windows registry keys:

Default registry keys:

HKLM\SOFTWARE\CA\<application name> (for example, ARCserve Central Applications
or ARCserve D2D)

The installation process creates new registry keys and modifies various other
registry keys, based on the current configuration of your system.
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m  Applications Installed--The installation process installs the following applications
into your computer:

- CA Licensing

- Microsoft Visual C++ 2010 SP1 Redistributable
- Java Runtime Environment (JRE) 1.7.0_06

- Tomcat 7.0.29

Binary Files Containing Incorrect File Version Information

CA ARCserve Central Applications installs binary files that are developed by third parties,
other CA products, and CA ARCserve Central Applications that contain incorrect file
version information. The following table describes these binary files.

Binary Name Source
UpdateData.exe CA License
zlib1.dll Zlib Compression Library

Binary Files that Do Not Contain an Embedded Manifest

CA ARCserve Central Applications installs binary files that are developed by third parties,
other CA Technologies products, and CA ARCserve Central Applications that do not
contain an embedded manifest and do not contain a text manifest. The following table
describes these binary files.

Binary Name Source
BaselLiclnst.exe CA License
UpdateData.exe CA License
vcredist_x64.exe Microsoft
vcredist_x86.exe Microsoft
tomcat7.exe Tomcat
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Binary Files that have a Privilege Level of Require Administrator in Manifest

CA ARCserve Central Applications installs binary files that are developed by third parties,
other CA Technologies products, and CA ARCserve Central Applications that have a
privilege level of Administrator or Highest Available. You must log in using an
administrative account or an account with the highest available permissions to run
various CA ARCserve Central Applications services, components, and applications. The
binaries corresponding to these services, components, and applications contain CA
ARCserve Central Applications specific functionality that is not available to a basic user
account. As a result, Windows will prompt you to confirm an operation by specifying
your password or by using an account with administrative privileges to complete the
operation.

m  Administrative Privileges--The administrative profile or an account with
administrative privileges has read, write, and execute permissions to all Windows
and system resources. If you do not have Administrative privileges, you will be
prompted to enter user name / password of an administrator user to continue.

m  Highest Available Privileges--An account with the highest-available privileges is a
basic user account and a power user account with run-as administrative privileges.

The following table describes these binary files.

Binary Name Source

APMSetupUtility.exe

CA ARCserve Central Applications

ArcAppUpdateManager.exe

CA ARCserve Central Applications

CA ARCserve Central
ApplicationsAutoUpdateUninstallUtility.ex
e

CA ARCserve Central Applications

CA ARCserve Central
ApplicationsPMConfigSettings.exe

CA ARCserve Central Applications

CClConfigSettings.exe

CA ARCserve Central Applications

CfgUpdateUtil.exe

CA ARCserve Central Applications

CfgUpdateUtil.exe

CA ARCserve Central Applications

D2DAutoUpdateUninstallUtility.exe

CA ARCserve Central Applications

D2DPMConfigSettings.exe

CA ARCserve Central Applications

D2DUpdateManager.exe

CA ARCserve Central Applications

DBConfig.exe

CA ARCserve Central Applications

FWConfig.exe

CA ARCserve Central Applications

RemoteDeploy.exe

CA ARCserve Central Applications
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Binary Name

Source

RestartHost.exe

CA ARCserve Central Applications

SetupComm.exe

CA ARCserve Central Applications

SetupFW.exe

CA ARCserve Central Applications

SetupWrapper.exe

CA ARCserve Central Applications

Uninstall.exe

CA ARCserve Central Applications

UpdatelnstallCommander.exe

CA ARCserve Central Applications

UpgradeDataSyncupUtility.exe

CA ARCserve Central Applications

jbroker.exe

Java Runtime Environment

jucheck.exe

Java Runtime Environment
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Exclude Files from Antivirus Scanning

Antivirus software can interfere with the smooth running of the application by either
temporarily blocking access to files or by quarantining or deleting files that are
incorrectly classified as suspicious or dangerous. You can configure most antivirus
software to exclude particular processes, files, or folders so that you are not scanning
data that does not need to be protected. It is important to configure your antivirus
software properly so that it does not interfere with backup and restore operations, or
any other types of processes.

The following processes, folders, and files should be excluded from the antivirus
scanning:

m  Process list

C:\Program Files\CA\ARCserve Central Applications\BIN\CCIConfigSettings.exe
C:\Program Files\CA\ARCserve Central Applications\BIN\CfgUpdateUtil.exe
C:\Program Files\CA\ARCserve Central Applications\BIN\DBConfig.exe

C:\Program Files\CA\ARCserve Central
Applications\BIN\GetApplicationDetails.exe

C:\Program Files\CA\ARCserve Central
Applications\BIN\GetApplicationDetails64.exe

C:\Program Files\CA\ARCserve Central Applications\BIN\GetVolumeDetails.exe

C:\Program Files\CA\ARCserve Central
Applications\BIN\VixGetApplicationDetails.exe

C:\Program Files\CA\ARCserve Central
Applications\BIN\VixGetVolumeDetails.exe

C:\Program Files\CA\ARCserve Central
Applications\BIN\GetApplicationDetails64.exe

C:\Program Files\CA\ARCserve Central Applications\Deployment\Asremsvc.exe

C:\Program Files\CA\ARCserve Central
Applications\Deployment\CheckProdinfo.exe

C:\Program Files\CA\ARCserve Central Applications\Deployment\DeleteMe.exe

C:\Program Files\CA\ARCserve Central
Applications\Deployment\SetupComm.exe

C:\Program Files\CA\ARCserve Central
Applications\Deployment\RestartHost.exe

C:\Program Files\CA\ARCserve Central Applications\Update
Manager\D2DAutoUpdateUninstallUtility.exe

C:\Program Files\CA\ARCserve Central Applications\Update
Manager\D2DPMConfigSettings.exe
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- C:\Program Files\CA\ARCserve Central Applications\Update
Manager\D2DUpdateManager.exe

- C:\Program Files\CA\ARCserve Central Applications\Update
Manager\UpgradeDataSyncupUrtility.exe

- C:\Program Files\CA\ARCserve Central Applications\TOMCAT\BIN\tomcat7.exe
— C:\Program Files\CA\ARCserve D2D\TOMCAT\JRE\jre7\bin
m  java.exe
m  java-rmi.exe
m  javaw.exe
m  keytool.exe
m  rmid.exe
m  rmiregistry.exe
- C:\Program Files (x86)\CA\SharedComponents\CA_LIC
m  CAlicnse.exe
m  CAminfo.exe
m  CAregit.exe
m  ErrBox.exe
m lic98log.exe
m  lic98Service.exe
m  lic98version.exe
m LicDebug.exe
m LicRCmd.exe
m  LogWatNT.exe
m  mergecalic.exe
m  mergeolf.exe
To ensure that CA ARCserve Central Virtual Standby and Remote Virtual Standby works

properly, exclude the following files that targets Hyper-V virtual machines and Hyper-V
processes:

1. Virtual machine configuration files directory:
m (Default) C:\ProgramData\Microsoft\Windows\Hyper-V

m  CA ARCserve Central Virtual Standby virtual machine configuration files
directory

2. Virtual machine virtual hard disk files directory:

m (Default) C:\Users\Public\Documents\Hyper-V\Virtual Hard Disks
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m  CA ARCserve Central Virtual Standby virtual machine virtual hard disk files
directory

3. Snapshot files directory:

m (Default)
%systemdrive%\ProgramData\Microsoft\Windows\Hyper-V\Snapshots

m  CA ARCserve Central Virtual Standby virtual machine snapshot files directory
4. Hyper-V process:
m %windows%\system32\Vmms.exe

m %windows%\system32\Vmwp.exe

How CA ARCserve Central Virtual Standby Licensing Works

CA ARCserve Central Virtual Standby contains the following licenses:
m  CA ARCserve Central Virtual Standby-Physical
m  CA ARCserve Central Virtual Standby-VMware
m  CA ARCserve Central Virtual Standby-Hyper-V

All of the licenses are count-based. CA ARCserve Central Virtual Standby verifies and
grants licenses to CA ARCserve D2D nodes based on the following criteria:

m  CA ARCserve Central Virtual Standby applies CA ARCserve Central Virtual
Standby-Physical licenses to all CA ARCserve D2D nodes that you add by Name/IP
address or import from a file. CA ARCserve Central Virtual Standby grants CA
ARCserve Central Virtual Standby-Physical licenses to the nodes after you apply a
policy to the nodes and start the virtual conversion process.

Note: This is the default behavior for CA ARCserve Central Virtual Standby licensing.

m  CA ARCserve Central Virtual Standby applies CA ARCserve Central Virtual
Standby-VMware licenses to all CA ARCserve D2D nodes that you add by Name/IP
address or import from a file, and are VMware virtual machines that reside on ESX
Server systems or vCenter Server systems. However, before CA ARCserve Central
Virtual Standby can apply the CA ARCserve Central Virtual Standby-VMware licenses
to the nodes, you must associate the nodes with a specific ESX Server system or
vCenter Server system.

Note: For more information, see Specify the ESX Server or vCenter Server System
for VMware-Based Nodes (see page 57).

CA ARCserve Central Virtual Standby grants the CA ARCserve Central Virtual
Standby-VMware licenses to each ESX Server system after you apply a policy to the
nodes and start the virtual conversion process.
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CA ARCserve Central Virtual Standby applies CA ARCserve Central Virtual
Standby-VMware licenses to all virtual machine nodes that you import from a CA
ARCserve Central Host-Based VM Backup system. CA ARCserve Central Virtual
Standby grants the CA ARCserve Central Virtual Standby-VMware licenses to virtual
machine nodes after you apply a policy to the nodes and start the virtual conversion
process.

CA ARCserve Central Virtual Standby applies CA ARCserve Central Virtual
Standby-Hyper-V licenses to all CA ARCserve D2D nodes that you add by Name/IP
address or import from a file and reside on a Hyper-V hypervisor. CA ARCserve
Central Virtual Standby detects the presence of the Hyper-V server when you add
by the nodes by Name/IP address or import the nodes from a file. CA ARCserve
Central Virtual Standby grants the CA ARCserve Central Virtual Standby-Hyper-V
licenses to CA ARCserve D2D nodes after you add the nodes by Name/IP address or
import the nodes from a file.

Count Mechanism

The following table describes the quantity of CA ARCserve Central Virtual Standby
licenses required for a given scenario.

Type of D2D Node License Required Count Mechanism

Physical node CA ARCserve Central Virtual One license for each node

Standby-Physical

VMware virtual machine CA ARCserve Central Virtual One license for each
Standby-VMware ESX/vCenter Server system

Hyper-V virtual machine CA ARCserve Central Virtual One license for each
Standby-Hyper-V Hyper-V system

Examples

m  CA ARCserve Central Virtual Standby is protecting five physical CA ARCserve D2D

nodes. Five CA ARCserve Central Virtual Standby-Physical licenses are required.

CA ARCserve Central Virtual Standby is protecting three VMware virtual machines
that reside on one ESX Server system. One CA ARCserve Central Virtual
Standby-VMware license is required.

CA ARCserve Central Virtual Standby is protecting 100 VMware virtual machines
distributed on ten ESX Server systems. Ten CA ARCserve Central Virtual
Standby-VMware licenses are required.

CA ARCserve Central Virtual Standby is protecting 20 Hyper-V virtual machines
distributed on five Hyper-V systems. Five CA ARCserve Central Virtual
Standby-Hyper-V licenses are required.
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CA ARCserve Central Virtual Standby is protecting three Hyper-V virtual machines
that reside on one Hyper-V system and three VMware virtual machines that reside
on one ESX Server system. One CA ARCserve Central Virtual Standby-VMware
license is required and one CA ARCserve Central Virtual Standby-Hyper-V license is
required.

CA ARCserve Central Virtual Standby is protecting five VMware virtual machines
that were imported from CA ARCserve Central Host-Based VM Backup and reside on
one ESX Server system. One CA ARCserve Central Virtual Standby-VMware license is
required.

204 User Guide



Glossary

Heartbeat
A heartbeat is an electronic signal that source nodes send to monitor servers to identify
the status of the node.

HOTADD Transport Mode

The HOTADD transport mode is a data transport method that lets you back up virtual
machines configured with SCSI disks. For more information, see the Virtual Disk API
Programming Guide on the VMware website.

Monitor Server
A monitoring server is a server that verifies the status of source servers in CA ARCserve
Central Virtual Standby environments.

NBD Transport Mode
Network Block Device (NBD) transport mode, also referred to as LAN transport mode,
uses the Network File Copy (NFC) protocol to communicate. Various VDDK and VCB
operations use one connection for each virtual disk that it accesses on each ESX/ESXi
Server host when using NBD.

NBDSSL Transport Mode
Network Block Device Secure Sockets Layer (NBDSSL) transport mode uses the Network
File Copy (NFC) protocol to communicate. NBDSSL transfers encrypted data using TCP/IP
communication networks.

Node
A node is a physical or virtual machine managed by one or more CA ARCserve Central
Applications.

Node Group
A node group is a method by which all nodes managed by one or more CA ARCserve
Central Applications can be organized, such as by purpose, by OS, or by installed
applications.

Policy

A policy is a set of specifications for protecting a node in one or more CA ARCserve
Central Applications.

Recovery Point
A recovery pointy is a backup image comprised of parent-plus-oldest-child blocks. Child
backups are merged with the parent backup to create new recovery point images so
that the value specified is always maintained.
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Recovery Point Snapshot

SAN Transport Mode

Virtual Conversion

A Recovery Point Snapshot is VMware Virtual Disk (VMDK) or Microsoft Virtual Hard
Disk (VHD) files that CA ARCserve Central Virtual Standby creates from CA ARCserve D2D
recovery points. CA ARCserve Central Virtual Standby lets you power on virtual
machines using Recovery Point Snapshots when the source servers that are running CA
ARCserve D2D in your production environment fail.

The SAN (Storage Area Network) transport mode lets you transfer backup data from
proxy systems connected to the SAN to storage devices using Fibre Channel
communication.

Virtual conversion is the process where CA ARCserve Central Virtual Standby converts
CA ARCserve D2D recovery points from source nodes to virtual machine data files
named recovery point snapshots.
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