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Arcserve Product References

This document references the following Arcserve products:
® Arcserve® Replication
® Arcserve® High Availability (HA)
® Arcserve® Assured Recovery®

® Arcserve® Content Distribution



Contact Arcserve

The Arcserve Support team offers a rich set of resources for resolving your tech-
nical issues and provides easy access to important product information.

https://www.arcserve.com/support

With Arcserve Support:

® You can get in direct touch with the same library of information that is shared
internally by our Arcserve Support experts. This site provides you with access to
our knowledge-base (KB) documents. From here you easily search for and find
the product-related KB articles which contain field-tested solutions for many
top issues and common problems.

® You can use our Live Chat link to instantly launch a real-time conversation
between you and the Arcserve Support team. With Live Chat, you can get imme-
diate answers to your concerns and questions, while still maintaining access to
the product.

® You can participate in the Arcserve Global User Community to ask and answer
questions, share tips and tricks, discuss best practices and participate in con-
versations with your peers.

® You can open a support ticket. By opening a support ticket online, you can
expect a callback from one of our experts in the product area you are inquiring
about.

You can access other helpful resources appropriate for your Arcserve product.
Providing Feedback About Product Documentation

If you have comments or questions about Arcserve product documentation, please
contact us.


https://arcserve.zendesk.com/hc/en-us
https://arcserve.zendesk.com/hc/en-us

Documentation Changes

The following documentation updates have been made since the last release of this
documentation:

® Updated to include user feedback, enhancements, corrections, and other minor
changes to help improve the usability and understanding of the product or the
documentation itself.
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Chapter 1: Introduction

Arcserve RHA lets you replicate data to a local or remote server, making it possible
to recover that data due to server crash or site disaster. You may switch your users
to the replica server manually, or automatically, if you licensed High Availability.

This Guide presents both Replication and High Availability concepts and procedures.

The procedures covered in this Guide should be followed as is. Customize the steps
only if:

® You are familiar with Arcserve RHA and fully understand the potential impact
of any changes you make.

® You have fully tested the steps in a lab environment before implementing in a
production environment.

This section contains the following topics:

About This GUIAe 10
Related Documentation - .. ... ... 11
Server ReqQUITCMENTS ... ... 12
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About This Guide

About This Guide

This document describes how you can implement a Arcserve RHA solution for
Oracle. It is essential that you have the appropriate resources and permissions to
carry out each task.
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Related Documentation

Related Documentation

Use this Guide with the Arcserve RHA Installation Guide and the Arcserve RHA
Administration Guide.
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Server Requirements

Server Requirements

To implement Arcserve RHA, refer to the appropriate list of requirements, depend-

ing on the server type you selected. These components are licensed separately. If

you do not have the license required to access support for a specific server type,
contact Technical Support.

(In the Active Directory environment) Both Master and Replica servers should

reside in the same Active Directory forest and be members of the same domain or
trusted domains.

For Oracle Server configuration:

Two servers running supported Windows Server with the same level of service
packs and hot fixes installed.

Note: For a complete list of supported operating systems and applications, see
the Arcserve RHA Release Notes.

Install the same Oracle version on both servers, including service packs and hot
fixes.

The Oracle SID on the Master must match the Replica.

Ensure the path to the ORACLE_HOME directory and the path to the database
files are identical on both Master and Replica.

Statically assign all IP addresses (DHCP-assigned IPs are not supported on either
server).

The protected server cannot be a domain controller or DNS server.

To minimize network traffic, Oracle temporary tablespace names and path are
excluded from replication. Make sure the Oracle database on the Replica
server is configured with the same temporary tablespace names and path used
on the Master server.

For a 64-bit Windows server, you must have a 64-bit Oracle Database Instant cli-
ent. For more information about the Oracle Database Instant client, visit the
Oracle website.

For Oracle database 12c on Windows if standard Windows user is specified dur-
ing installation for running Oracle services, consider the following options:

*+ The new user name is identical on Master and Replica.

+ The Retain Local Account Names property of the Oracle scenario, Rep-
lication, Optional Settings, Replicate ACL in GUI Manager is turned ON.

For more information, refer to the KB Article.
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http://www.oracle.com/technetwork/database/features/instant-client/index-100365.html
https://arcserve.zendesk.com/hc/en-us/articles/208386806

Server Requirements

Notes:

— Arcserve HA for Oracle does not support Microsoft cluster servers

— Arcserve HA for Oracle does not support Oracle RAC
This section contains the following topics:

" Log On Account Conditions

= Servers Operating in a Workgroup
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Server Requirements

Log On Account Conditions

The Arcserve RHA Engine service must satisfy certain account conditions for suc-
cessful communication with other components. If these requirements are not met,
scenarios may not run. If you lack the permissions required, contact your local IS
team.

® |tis a member of the Domain Admins group. If the Domain Admins group is not
a member of the built-in domain local group Administrators you must use an
account that is.

® |tis a member of the local computer Administrators Group. If the Domain
Admins group is not a member, add the account manually.

® For servers in a workgroup, use the Local System account. If you have used
Redirect DNS redirection method in a HA scenario, then use the local admin-
istrator account.
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Server Requirements

Servers Operating in a Workgroup

For servers in a workgroup, set the Arcserve RHA Engine service account to Local
System (unless you have added any custom scripts that require higher level per-
missions). Oracle servers in a workgroup can use Redirect DNS only with DNS serv-
ers that allow non-secure updates. You can use Move IP, and custom redirection
scripts normally, but the Switch Computer Name method is not supported.
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Chapter 2: Redirection Methods

This section contains the following topics:

How Redirection Works . ... .. 18
DNS RedireCtion ..o 19
Move IP Redirection . ... . ... .. . . 20
Scripts RedireCtion .. ... . L 21
Add IP on Master SerVer ..o 22
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How Redirection Works

How Redirection Works

Each server type supported by Arcserve RHA can be configured to use one or more
redirection methods. You should enable redirection methods based on your envir-
onment and business needs. The following sections describe the supported redir-
ection methods for Oracle.

Note: For Microsoft Exchange Server 2010, by default, only Move IP is available for
the redirection method. In addition, Exchange Server 2010 HA scenario works fine
even if all redirection methods are set to off.
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DNS Redirection

DNS Redirection

Important! This is the recommended redirection method for Oracle HA scenarios.
During scenario creation, this setting is On by default.

DNS Redirection changes the Master server DNS to the Replica server IP address.
Upon failure of the Master, the Replica server modifies the appropriate DNS record
so that references to the Master server resolve to the Replica's IP address rather
than the Master's IP address. This redirection method requires no network recon-
figuration and works in LAN and WAN network configurations.

DNS redirection works only with A (host) type records and cannot update CNAME
(Alias) records directly. However, if the CNAME record points to the modified A
record, it is indirectly redirected.

Using the record that has the Master server's name is the default, however you can
configure Arcserve HA to redirect any DNS A (host) record via the Master's name in
DNS setting in the switchover properties tab.

Note: If you use Switch Hostname as the redirection method in UNIX/Linux scen-
arios, you should also set DNS redirection for those scenarios.
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Move IP Redirection

Move IP Redirection

Move IP redirection involves moving the Master server IP address to the Replica
server.

This redirection method is preferred for Virtual Machine scenarios and is usable
only in a LAN configuration in which the Master and Replica servers reside in the
same network segment. In this configuration, switchover of the Master server
causes the Replica to take over one or more of the IP addresses assigned to the
Master server.

Important! Use this method only when both servers are on the same IP subnet.

When using Move IP as the redirection method, you must first add IP addresses to
the Master host. For more information, refer to the topic, Add IP on the Master
Server.
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Scripts Redirection

Scripts Redirection

Arcserve RHA can trigger custom scripts or batch files to perform the user redir-
ection or any additional steps not covered by built-in methods. If the above meth-
ods are not appropriate or do not fully meet all requirements, see the Arcserve RHA
Administration Guide for details on scripted redirection methods.
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Add IP on Master Server

Add IP on Master Server

To add IP addresses on the Master server, refer to your operating system doc-
umentation.
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Chapter 3: Creating and Using Scenarios

The following topics describe how to create and configure a replication scenario:

Scenario Properties .. ... ..o

Run a Scenario

Stop @ Scenario ... ... ..
View a Report _ .l

Chapter 3: Creating and Using Scenarios 23



Considerations

Considerations

Review the following consideration before you create a scenario:

You must have a 64-bit Oracle Database Instant client on a 64-bit Windows server.
If you have a 32-bit Oracle client on a 64-bit Windows server, perform the fol-
lowing steps:

Download and install the 64-bit Oracle Database Instant client. For more inform-
ation about the Oracle Database Instant client, visit the Oracle website.

Set the OCl library file path to the 64-bit OCI.DLL file while creating the scenario
using the scenario wizard.

Edit the Net Service Name to include the server name or IP address in the following
format:

<Database Server Name>/<Database Name>
or

<Database Server |IP address>/<Database Name>

Example:
c Scenario Creation Wizard !El ﬁ
Select Oracle instances for replication
Al the Oracle instances on host <machine name=  are listed below. The instances not started will not be able to be selected, please start
the instances before you select them.
The value of Net Service Mame is the net addiess name of the instance, please update it according to the parameter configured in the
+ Welcome tnsnames.ora file on the host <maching name= . By default its value is the SID

4 Product Type
+" Scenario Setup
W Hosts
B Instances Selection
Master Canfiguration
Scenario Properties
Haosts Properties
| Switchover Properties
. Scenario Yerification

* Run Scenario

| Propesty ‘ Value
F =& dbl
I é Net Service Hame @ﬂﬂ /altp |
{8 Oracle HOME Path [ © Aappladministratorproduct/11.2.0/dbhome_1
5 Oracle BASE Path

[ C:/app/administrator
4=] Winstantclient-basic-

. 19 OC! Library File )instantclient 11 2focidl
1) DBA User Account
[AREE-L
5 Net Service Hame & dn2
{9 Oracle HOME Path [ & 2appladmiristrator/product/11.2.0/dbhome._1

19 Oracle BASE Path [ C:/app/administrator

15 OC! Library File [8) & /appradministrator/product/11.2.0/dbhome_1/BIN aci.dll

(5 DBA User Account &3 Click here to enter the DBA user account and passward
[AREEZTx]

13 Met Service Mame B3 db3

{9 Oracle HOME Path
{9 Oracle BASE Path
{5 OC Library File

15 DBA User Account

[ & Aappladmiristrator/product/11.2.0/dbhome._1

[ C:/app#administrator

B e/ app/admivistratar/praduct/11.2.0/dbhome_1/BIN Ao dil
&5 Click here to enter the DBA uzer account and password

Back et Finish Cancel
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Create Oracle HA and DR Scenario

Create Oracle HA and DR Scenario

Protecting Oracle databases using Arcserve RHA requires scenarios that identify
the Master and Replica servers, as well as properties that control scenario beha-
vior. Auto-discovery is used to protect multiple Oracle instance in one scenario.
RHA monitors all services for each Oracle instance and failure of a service triggers
switchover.

RHA retrieves multiple Oracle instances from the registry. RHA also gets the
ORACLE_HOME and ORACLE_HOME/ORACLE_BASE path from the Windows
registry.

Follow these steps:

. Start Arcserve RHA Manager. From the Scenario menu, choose New or click the
New Scenario button.

From the Welcome dialog, choose Create a New Scenario; choose a scenario group
and click Next.

From the Select Scenario and Product Type dialog, select Oracle, High Availability
Scenario (HA), the desired Tasks on Replica, if any, and then click Next.

From the Master and Replica Hosts dialog, type a Scenario Name, enter the Host-
name or IP Address and Port number for both Master and Replica servers. Click
Next.

From the Select Oracle Instances for replication screen, select one or more Oracle
DB instances to replicate the scenario. On this screen, auto-discovery displays all
Oracle instances. These instances are selected automatically. You can reconfigure
the parameters including Net Service Name, Oracle Base Path, Oracle Home Path,
OCl library file, and the user account for DB connection for each Oracle instance.
You can then select the instances that you want to replicate.
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Create Oracle HA and DR Scenario

o Qracle Database Autodiscovery Hi-

Select Oracle instances for replication

Al the Oracle instances on host 9.182.10.6 are listed below. The instances not stated will not be able to be selected, please start the
instances before you select them
The value of Net Service Mame is the net address name of the instance, plezse update it according to the parsmeter configured in the

P Instances Selection tnsnames ora file on the host 5.182.10.6. By defautt its value is the SID.
Master Configuration Property Value
P =agorc
15 et Service Name B3 orcl1
18 Oracle HOME Path () c:/app/administrator/product11 2 0/dbhome_1
18 Oracle BASE Path (23 C-/app/Administrator
[ OCl Library File 8] c:/appladministratoriproduct/11.2.0dbheme_1/BINicci.dll
{5 DBA User Account B system
r Q orcl2 [Stopped]

Back Next Finish Cancel

6. Click DBA User Account.

The Database Connection dialog opens.

= Database Connection _

g Please provide login parameters:

Database Mame

DBA Username sys as sysdba

Password

oK Cancel Apply to All

7. Enter the database name, DBA username, and password and click OK.
Note: To apply credentials for all selected instance, click Apply to All.

Enter credentials for an account with administrative privileges, such as "sys as sys-
dba", in the database so that Arcserve RHA can query the Oracle configuration on
the Master server.

For the database name, use the database "connection string" configured in the
Oracle client configuration file tnsnames.ora on the Master server.
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Create Oracle HA and DR Scenario

Note: If you are using a 32-bit Oracle version on a 64-bit operating system, enter
the global service name in the Database Name field, in the following format:

IP <:port>/global_service_name. Omit the <:port> if the default port (1521) is used.
Example:

192.xx.xx.10/db1.test.com

Enter the DBA Username and Password as usual and click OK.

Also make sure that OCI Library File on the Select Oracle Instances for replication
screen is updated to point to the 64-bit Oracle client OCI library file.

The Tablespaces for Replication dialog opens.

Review the list of results auto-discovered for each instance on the Master Server.
Clear and select databases for replication, as desired, enable the "Replicate new
user created files in listed root directories" option and click Next.

Selecting this option automatically replicates tablespaces to Oracle databases as
you add them. If this option is not selected, Arcserve RHA replicates only the data-
bases that are selected at configuration time.

Tablespaces Full Path
¥ Eleg Oracle
= &g orel
V¥ =@ Commen
72 15 Password File [E] f:/app/Administrator/product/11.2.0/dbhome_1/database/P\wDorcl.ora
3 {5 Parameter File [l F:/APPIADMINISTRATOR/PRODUCT/11.2.0/DBHOME_1/DATABASE/SPFILEORCL.ORA
=2 & Admin [ f:/app/Administrator/adminiorc
= =28 ord
=3 E/& Control files
=3 2 File [E] FAAPPIADMINISTRATORWORADATAORCLICONTROLOT.CTL
3 i File Bl F\APPADMINISTRATORIFLASH_RECOVERY_AREAORCLCONTROLOZ.CTL
W E& Log files
= 2 File Bl FAPPADMINISTRATORIORADATAORCLIREDOD3.LOG
=3 & File Bl FAAPPIADMINISTRATORVORADATAWORCLIREDOOZ LOG
13 2 File Bl F\APPADMINISTRATORWORADATAORCLIREDODT LOG
= =& Table Spaces
V¥ & SYSTEM Bl FAPPADMINISTRATORIORADATAORCLISYSTEMO1.DBF
3 B SYSAUX Bl F\APPADMINISTRATORIORADATAORCLISYSALUX01.0BF
72 B UNDOTES1 Bl FAPPADMINISTRATORIORADATAORCLIUNDOTESD1. DBF
= B USERS Bl FAPPADMINISTRATORIORADATAWORCLIUSERSD1.0BF
r & TEMP Bl F\APPIADMINISTRATORWORADATAORCLITEMPOT.DBF
13 B EXAMPLE [E] FAAPPIADMINISTRATORORADATAORCLEXAMPLED. DBF
=4 1&g nemo
W =@ Commen
= {5 Password File E] f:/app/Administrator/product/11.2.0/dbhome_1/database/P\w/Dnemo.ora
~ & Parameter File Bl F:/APPIADMINISTRATOR/PRODUCT/11.2. 0/DBHOME_1/DATABASE/SPFILENEMO .ORA
7 B Admin [ f-/app/Administrator/admin/nemo
= =& nemo
I =& Control files
3 i File Bl F\APPADMINISTRATORVORADATANEMOWCONTROLOT.CTL
V¥ 2 File Bl FAPPADMINISTRATORIFLASH_RECOVERY_AREANEMO\CONTROLI2.CTL
W =& Log files

From the Root Directories dialog, review the list of folders to be replicated and
click Next.
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10.

11.

12.

13.

14.

15.

Create Oracle HA and DR Scenario

Ficeot Dhrectiones v @
Wt 155,35 78 104" Root hrectonds
Master Root Directories Filer
ﬁ. Drreckones of Oracle
B Happlidministratoeadmininema
o Happlidrinistraioeiadminkard
# [ FAPPIADMINISTRATORFLASH_RECOVERY_AREANEMO Include ks CONTROLOZ CTL * gbi
il ) FUAPPIADMINISTRATORFLASH_RECCVERY _AREACRCL Inchade Ebes: CONTROLOZ CTL " dbf
0 FLAPPADMINIS TRATORORADATANEMD Include fksa; REDOOI LOG CONTROLD1 CTL REDOO2 LOG REDOO1 LOG * bt
R Excuded flesidireciories
R TEMPH1 DEF
¥ Included fles/directones
¥ REDOOILOG
¥ CONTROLDY.CTL
¥ REDOOZLOG
¥ REDCO1LOG
¥l
B FIAPPIADMINISTRATORORADATAORCL Include Sles: REDOD1 LOG REDOOZ LOG REDOD LOG CONTROLD1.CTL * dbf
B Excluded Sesdieciones
# TEMPO1 DEF
¥ Included floidicecnes
¥ REDCOTLOG
¥ REDCOZLOG
¥ REDOOILOG
¥ CONTROLOTCTL
¥ * dbt
o Happlidministraioeiproducti 1 2 Qidbhame_1idatabase Inchade Blas: PiDnedna ara SPRILEORCL ORA PDarel ora SPRILENEMO:ORA " dbd
¥ Included fleaidirectones
¥ PeDinema ara
¥ SPFILEORCL ORA
¥ PeDorclara
v SPFILENEMO ORA
¥ " dhf

From the Scenario Properties dialog, configure the settings that control the entire
scenario. For more information, see the Arcserve RHA Administration Guide. For
Oracle scenarios, we recommend enabling the Replicate NTFS ACL option, under
Replication, Optional Settings. Click Next.

From the Master and Replica Properties dialog, configure the desired settings and
then click Next.

Wait for the Switchover Properties dialog to appear. Configure the redirection set-
tings as described in IP Redirection, and then click Next.

Note: You can only use Move IP and Redirect DNS for an Oracle scenario.

From the Switchover Initiation dialog, configure the desired Initiation options and
click Next. We recommend setting only one of these to Automatic.

Note: If you selected Assured Recovery in the Tasks on Replica options, that dialog
appears now. For more information, see the Arcserve RHA Administration Guide.

From the Scenario Verification dialog, ensure that no errors or warnings appear.
While warnings do not prevent a scenario from running as errors do, both should
be corrected before you proceed. Once successfully verified, click Next. The pre-
run checks for HA verify master and replica settings, such as Oracle home, for each
instance.

Note: If the Oracle home path on the master is changed, reconfigure the para-
meters of Oracle instances and perform the auto-discovery again.

Click Run Now to start data synchronization or click Finish to run the scenario later.
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Scenario Properties

Scenario Properties

If you wish to change a scenario configured through the Wizard or configure addi-
tional settings, you can use the Properties pane to modify the scenario.

The Properties pane and its tabs are context-sensitive and change whenever you
select a different node from a scenario folder. You must stop a scenario before con-
figuring its properties. Certain values cannot be modified once set; they are noted.

For full details on configuring scenario properties and their descriptions, see the
Arcserve RHA Administration Guide.

Properties are organized into tabs on the Arcserve RHA Manager Framework pane.
The tabs displayed are based upon server type, Arcserve RHA solution, and scenario
status.

Settings on the Root Directories tab

Select a Master Server from the Scenario Pane. Double-click its Directories
folder to add or remove Master Root Directories. Select or clear checkboxes
next to folders, as desired, to include or exclude them. You may also edit dir-
ectory names.

Select a Replica Server from the Scenario Pane. For each Master Root dir-
ectory, you must specify a Replica Root directory. Double-click the Directories
folder for the Replica server. Select or clear checkboxes next to folders, as
desired, to hold the corresponding Master directory.

Directories with Oracle database files are automatically included by Oracle auto-
discovery in the scenario at the scenario configuration step (see the topic, Create
Oracle HA Scenarios). There is no need to add these directories manually. If you
want to include additional directories in the scenario, you can add them using the
Root Directories tab. We strongly recommend not including directories with Oracle
binaries, DLLs and other Oracle instance directories that are not part of the data-
base.

Settings on the Properties Tab
Scenario Properties
These settings establish default behavior for the entire scenario.
+ General properties -- cannot be changed once created

+ Replication properties -- choose the replication mode (Online or Sched-
uled), synchronization values (File or Block, Ignore Files of Same
Size/Type) and optional settings (Replicate NTFS Compress Attribute,
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Scenario Properties

*

+*

Replicate NTFS ACL, Synchronize Windows Shares, Prevent Automatic
Re-sync upon Error)

Event notification properties -- specify a script to run or choose email
notification

Report Handling -- specify report settings, email distribution or script
execution

Master and Replica Properties

These settings establish server properties on both Master and Replica. Some

settings vary by server type.

*

*

Host connection properties -- Enter the IP address, Port number and
Fully Qualified Name of the Master and Replica

Replication properties -- These properties differ for Master and Rep-
lica. See the Administration Guide for more information.

Spool properties -- Set the size, minimum disk free size and directory
path. See Spool Directory Settings for more information.

Event notification properties -- specify a script to run or choose email
notification

Report properties -- choose synchronization or replication reports, spe-
cify distribution or script execution

(Replica) Recovery properties -- set delay or data rewind properties

Settings on the HA Properties Tab

These settings control how switchover and switchback are performed

® Switchover properties -- choose automatic or manual switchover, and reverse

replication settings

® Hosts properties -- specify the Master and Replica Fully Qualified Name

® Network Traffic Redirection properties -- choose Move IP, Redirect DNS, or

User-defined scripts

® |s Alive properties -- set the heartbeat frequency and check method

® DB Management properties -- instructs Arcserve RHA to manage shares or ser-

vices on a database server

® Action upon Success properties -- defines custom scripts and arguments for use
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Run a Scenario

Run a Scenario

You can run a single scenario using the following procedure:
To run the scenario

From the Scenario pane, select the scenario you want to run.

. Click Run on the Standard toolbar.

Before initiating synchronization and replication, Arcserve RHA verifies your scen-
ario configuration. When verification completes successfully, the Manager displays
the message: Are you sure you want to run scenario "scenario_name?" If problems
are discovered, the top pane displays any warning and error messages resulting
from verification.

Note:Scenario Verification checks many different parameters between the Master
and Replica servers to ensure a successful switchover. If any errors or warnings are
reported you should not continue until they are resolved.

. Correct errors before you continue. Errors are reported on the Event pane.

Note: Replication of mount points succeeds only if those were added to the Master
before the Engine was started. If you included the mount points in the Master root
directories when the Engine was already running, no error is reported but the rep-
lication does not start. In this case, you need to restart the Engine on the Master
before initiating replication.

When no error is reported, the Run dialog appears and contains synchronization
options.

Note: Do not use Skip Synchronization for any scenarios replicating a database.

If you have a large number of small files, select File Synchronization. If you have
large files, select Block Synchronization. If you have low bandwidth, select Offline
Synchronization to transfer data to an external device, then perform syn-
chronization from that device. Select the Ignore same size/time files to skip the
comparison of files with the same path, name, size and modification time, which
are generally identical, to reduce synchronization time. You should enable the Skip
Synchronization option only when you are certain the files on both Master and Rep-
lica are identical. (The default selections are File Synchronization and Ignore same
size/time files option enabled).

. Click the OK button. Synchronization may take a while, depending on database size
and network bandwidth between the Master and Replica. You will receive the fol-
lowing message in the event window when the synchronization is complete: All
modifications during synchronization are replicated.
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Run a Scenario

At this point, the scenario is operational and active. By default, a Synchronization
Report is generated when synchronization finishes. To view the report, refer to the
topic, View a Report. You can also generate regular Replication Reports to monitor
the replication process on each participating server. For more information, see the
Arcserve RHA Administration Guide.
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Stop a Scenario

To stop a scenario

From the Scenario pane, select the scenario you want to stop.

. To stop the scenario, click the Stop button on the Standard toolbar.

A confirmation message appears prompting you to approve the scenario stopping.
. Click Yes in the confirmation message. The scenario stops.

After stopping the scenario, the Manager no longer shows the green play symbol to
the left of the scenario, the scenario state turns to Stopped by user and the Stat-
istics tab is no longer available on the Framework pane.
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View a Report

Arcserve RHA can generate reports on the replication and synchronization pro-
cesses. These reports can be stored on your desired location, opened for view from
the Report Center, sent by email to a specified address, or they can trigger script
execution.

The default storage directory of the generated reports is:
[ProgramFilesFolder]\CA\Arcserve RHA\Manager\reports

To view reports

Note: Though an Exchange report is shown for illustrative purposes, the steps and
screens are similar regardless of the type of scenario.

. To view reports, locate the Tools menu, click Reports, and then select Show Scen-
ario Reports.

The Report Center opens in a new window.

Updated: Tuesday, December 22, 2009 5:39:30 AM
Available Reports per Scenario
H
Scenatio Name Synchronization Difterence  |Replication | Assessment Mode | Assured Recovery | Totsl Reports

Exchange 1 1 0 0 0 0 1 ﬂ

Drag a column header here to group by that column

Host |Changes |Date |Time |Type |Summary‘Detailed |Size(b\fte3] ‘

The Report Center consists of two tables:

® The upper table - Available Reports per Scenario - contains a list of all scen-
arios that have reports, with the type and number of available reports for
each scenario.

® The lower table - Reports - contains a list of all the reports that are available
for the scenario selected in the upper table.
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2. Toview a specific report, select from the Available Reports per Scenario table the
scenario that this report represents. Then, from the Reports table below, click the
report you want to open.

Note: Depending on your settings, for Synchronization and Replication reports a
Detailed report can be generated in addition to the Summary report. Both reports
represent the same process, but the Detailed report also provides a list of the files
that participated in the process.

The report you selected appears in a new window.

SYNCHRONIZATION REPORT

Synchronization mode | BlockSynchronization (inchude files with the: same size and modification time)

Scenario Exchange 1
Master host 192.16350.2(1)
Replica host 19216850122

Scenario start time 4212212000 06:37.52
Report start time 202202009 06: 3807

Report finish time 120202008 06: 3515

EVENT BYTES = TIME STAMP  FILE NAME
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Chapter 4: Switching Over and Switching Back

Switchover and Switchback is the process in which active and passive roles are
exchanged between the Master and Replica servers, so that if the Master is cur-
rently active, it changes to passive after Switchover passes the active role to the
Replica. If the Replica is active, it changes to passive after Switchover passes the
active role to the Master. Switchover can be triggered at the push of a button or
automatically by Arcserve RHA when it detects that the Master is unavailable, if
you enabled the Perform Switchover Automatically option from the Switchover and
Reverse Initiation dialog. When this option is Off, the system notifies you that the
Master server is down so you can manually initiate switchover from the Arcserve
RHA Manager.

This section contains the following topics:

How Switchover and Switchback Work ... .. ... 38
Initiate SWitChoVer ... . il 40
Initiate Switchback ... . . . 41
Switchover Considerations ....... ... ... ... 43
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How Switchover and Switchback Work

After the HA scenario starts running and the synchronization process is completed,
the Replica checks the Master on a regular basis, by default every 30 seconds, to
see if it is alive. There are three types of monitoring checks:

" Ping -- a request sent to the Master to verify that the Master is up and respond-
ing
® Database check -- a request that verifies the Oracle Server is running

® User-defined check -- a custom request you can tailor to monitor specific
applications

If an error occurs with any part of the set, the entire check is considered to have
failed. If all checks fail throughout a configured timeout period (by default, 5
minutes), the Master server is considered to be down. Then, depending on the HA
scenario configuration, Arcserve HA sends you an alert or automatically initiates a
switchover.

When you created an HA scenario, you defined how you want the switchover to be
initiated.

® |f you selected the Initiate Switchover manually option from the Switchover and
Reverse Replication Initiation page, perform a manual switchover. For more
information, refer to the topic, Initiate Switchover.

" |f you selected the Initiate Switchover automatically option, you can still per-
form a manual switchover, even if the Master is alive. You can initiate
switchover when you want to test your system, or you want to use the Replica
server to continue the application service while some form of maintenance is
performed on the Master server.

Triggered (automatic) switchover is in all ways identical to manual switchover per-
formed by the administrator. Automatic switchover is triggered by a resource fail-
ure on the master server rather than by an administrator manually initiating the
switchover by clicking the Perform Switchover button. Server ping response, applic-
ation service status, and database connectivity are monitored. The timeout para-
meters are configurable and are more extensively covered in the Arcserve HA
Administration Guide

When you created an HA scenario, you defined how you want the reverse scenario
to be initiated.

" |f you selected the Initiate Reverse Replication automatically option from the
Switchover and Reverse Replication Initiation page, replication in the reverse
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direction (from Replica to Master) automatically begins after a switchover, if
the original Master server is online.

® |f you selected the Initiate Reverse Replication manually option, you need to
perform switchback manually. If you performed switchover with the Master
server offline, or if you stop a backward scenario and restart it again, in both
cases, data from the Replica to the Master must be resynchronized before you
can switch back to the Master.

When the Reverse Replication feature is off, to start reverse replication after a
switchover has occurred, click the Run button. The benefit to this feature is, if both
the master and replica servers were online and connected during switchover, resyn-
chronization in the reverse direction is not required. Resynchronization involves
comparing the data on the master and replica servers to determine which changes
to transfer before real-time replication starts; this can take some time. If automatic
reverse replication is turned on, and both servers were online during switchover,
replication is reversed without the need for resynchronization. This is the one situ-
ation in which resynchronization is not required.
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Initiate Switchover

Once triggered, whether manually or automatically, the switchover process itself is
fully automated.

Note: Though the following steps show Exchange scenario screens as examples, the
procedure is similar for all server types.

To initiate manual switchover

. Open the Manager and select the desired scenario from the Scenario pane. Ensure
that it is running.

. Click Perform Switchover.

A confirmation message appears.

. Click OK.

A switchover from the Master server to the Replica server is initiated.

Detailed information about the switchover processes is displayed in the Events pane
during switchover.

After the switchover is completed the scenario stops.

Note: The only case in which the scenario may continue to run after switchover is
when you have selected Start automatically for Automatic Reverse Replication.

In the Event pane a message appears, informing you that switchover completed
and the scenario has stopped.

Now, the Master becomes the stand-by server and the Replica becomes active
server.
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Initiate Switchback

After a switchover is initiated, whether manually or automatically, at some point,
you will want to reverse the server roles and make the original Master the active
server again the Replica the standby server. Before you switch back the roles
between servers, decide if you want to the data on the original Replica server to
overwrite the data on the original Master. If yes, you must first perform a reverse
scenario, called a backward scenario

To initiate switchback

1. Ensure that both Master and Replica servers are available on the network and that
the Arcserve RHA Engine is running.

2. Open the Manager and select the desired scenario from the Scenario pane.
3. Perform one of the following:
® |If the scenario is already running, skip directly to Step 4
® |f the scenario is not running, perform these steps and then go to Step 4:
— Click Run on the toolbar to start the scenario.

Arcserve HA detects that a switchover has occurred and verifies its
state and configuration. After verification completes, the Verification
Results dialog appears, listing existing errors and warnings if detected,
and prompting you to approve the running of the backward scenario. If
desired, click the Advanced button to open an additional pane with
detailed information about the hosts that participate in the scenario.

® Select a synchronization method from the Run dialog and click OK to start
resynchronization.

Note: For Oracle servers, choose Block Synchronization.

After resynchronization completes, you receive a message in the Event pane: All
modifications during synchronization period are replicated. Now, replication from
the active server to the standby server begins:

Note: You are now ready to reverse the roles between the Master and Replica serv-
ers.

4. Click Perform Switchover on the toolbar while the scenario is running to reverse
the server roles. A confirmation message appears.

5. Click Yes to clear the message and start the switchback process.
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After the switchback is completed, the server roles are reversed back and the scen-
ario automatically stops.

Note: The scenario will continue to run after the switchback when the Reverse Rep-
lication Initiation option is defined as Start Automatically.

You may now run the scenario again in its original (forward) state.
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Switchover Considerations

To prevent overwriting data, the best practice is to set either the Switchover or the
Reverse Replication Initiation property to Automatic. If a server fails while both
properties are set to Automatic, Arcserve RHA triggers Switchover without admin-
istrative involvement and could start Reverse Replication before you have invest-
igated the cause of the failure. During Reverse Replication, Arcserve RHA
overwrites data on your production server.

If a crash or outage occurs during switchover, you may need to perform the
Recover Active Server procedure.
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Chapter 5: Recovering Data

This section contains the following topics:

The Data ReCOVETY ProCESS . . ..o 46
How to Recover Oracle Data ... ... . . ... 47
Setting BoOKMATKS . ... 48
Data ReWind .. ...l 49
Recover Active ServVer .. . . ... 51
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The Data Recovery Process

When an event causes loss of Master data, the data can be restored from any Rep-
lica. The recovery process is a synchronization process in the reverse direction -
from a Replica to the Master.

Arcserve RHA enables you to recover data in two ways:

® Recover lost data from the Replica to the Master -- this option is a syn-
chronization process in the reverse direction and requires you to stop the scen-
ario. (This option is not recommended for Oracle, SQL or Exchange scenarios.)

® Recover lost data from a certain event or point in time (Data Rewind) --
This option uses a process of stamped checkpoints and user-defined bookmarks
to roll corrupt data on the Master back to a time before corruption occurred.

Important! You must stop replication to initiate recovery.
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How to Recover Oracle Data

Data recovery is covered in full detail in the Arcserve RHA Administration Guide.

Because the Recover Lost Data from Replica procedure requires that you stop
Oracle instances on both Master and Replica servers, it is not recommended and
therefore, not included in this Operation Guide.

Instead, we recommend that you switch to the Replica, and run a backward scen-
ario to synchronize data from the Replica back to the Master. In this manner, stop-
ping the Oracle instance on the active Replica server is not required.

If you find that data on the Master is corrupted, you can use the Data Rewind pro-
cess to restore it, if desired. That procedure is provided in this Guide.
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Setting Bookmarks

A bookmark is a checkpoint that is manually set to mark a state back to which you
can revert. We recommend setting a bookmark just before any activity that can
cause data to become unstable. Bookmarks are set in real-time, and not for past
events.

Notes:

® You can use this option only if you set the Recovery--Data Rewind option to On
(default setting is Off).

" You cannot set bookmarks during the synchronization process.
® You can insert manual bookmarks for Full System HA scenarios.
To set a bookmark

. Select the Replica host on the Scenario pane from which you want to rewind data
when the required scenario is running.

. Select the Set Rewind Bookmark option on the Tools menu.
The Rewind Bookmark dialog opens.

The text that appears in the Rewind Bookmark dialog appears in the Rewind Points
Selection dialog as the bookmark's name. The default name includes date and time.

. Accept the default name, or enter a new name for the bookmark, and click OK.

Note: It is recommended that you provide a meaningful name that will later help
you recognize the required bookmark.

The bookmark is set.

Note: In some scenarios, such as Full System HA, applying journal changes is sus-
pended until the bookmark is created and then resumed.
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Data Rewind

The Data Rewind recovery method allows you to rewind data to a point in time
before it was corrupted. The rewind process takes place on the Replica server
before the reverse synchronization process starts. The Data Rewind method uses
rewind points or bookmarks that enable you to reset the current data back to a pre-
vious state.

You can use this option only if you set the Recovery - Data Rewind option to On.

If this option is set to Off, the system will not register data rewind points. For more
information about Data Rewind parameters (Retention Period, Max Disk Size), see
the Arcserve RHA Administration Guide.

Important! The data rewind process operates in one way only - there is no replay
forward. After rewind, all data subsequent to the rewind point will be lost, since
data after the rewind point will be overwritten with new data.

Note: The automatic registration of the rewind points starts only after the syn-
chronization process is completed, and the message All modifications during syn-
chronization period are replicated appears on the Event pane. Similarly, you
cannot manually set bookmarks during synchronization.

To recover lost data using rewind points

. On the Manager, from the Scenario pane select the desired scenario and stop it.
[For database applications only] stop the database services on the Master host.

. On the Manager, from the scenario folder select the Replica host:

Note: If multiple Replica servers participate in the required scenario, select the
Replica from which you want to recover data.

From the Tools menu, select Restore Data, or click the Restore Data Q button.
If you are prompted for user credentials, enter the appropriate information and
click OK.

The Recovery Method page of the Restore Data Wizard opens.

. Select one of the Rewind data options, depending on whether you want the rewind
data synchronized back to the Master (option 2) or left on the Replica only (option
3).

Note: If the user credentials you used to log in to the Manager are different than
the ones required for working with the Engine on the Replica, a User credentials
dialog appears, asking you to enter log on account details for the selected Replica.
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11.

Data Rewind

After you select a Rewind data option, a Recovery scenario is automatically cre-
ated. This Recovery scenario will run until the end of the rewind process.

Click Next. The Rewind Point Selection page is displayed.

Wait until the Select Rewind Point button is enabled, and click it to view the exist-
ing rewind points.

The Select Rewind Point dialog opens.

The Select Rewind Point dialog displays a list of all rewind points. These include
modifications of folders and files that were automatically registered by the system
and user-defined bookmarks.

The list can be filtered according to the rewind point type or other criteria, using
the Filter Rewind Points pane on the left.

Select the required rewind point, and click OK.

Note: If you want to use a Bookmark as the rewind point, it is best practice to
select the closest rewind point that indicates an actual event.

You return to the Rewind Point Selection page, now displaying information about
the rewind point you selected.

Click Next. The Synchronization Method page is displayed.
Select the Block Synchronization method and click Finish.

Note: If the user credentials you used to log in to the Manager are different than
the ones required for working with the Engine on the Replica, a User credentials
dialog appears, asking you to enter log on account details for the selected Replica.

Arcserve RHA rewinds the data to the point you selected. After the rewind process
ends, you receive the following message in the Event pane: Rewind process is com-
pleted successfully.

If you chose to replace the data on the Master with the data on the Replica, Arc-
serve RHA starts a synchronization process from the Replica to the Master. Once
the process ends, the temporary Recovery scenario is stopped and then deleted.

By default, once a data recovery occurs a Synchronization Report is generated.

Now, the Replication process can restart on the original scenario.
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Recover Active Server

In certain circumstances, it may be necessary to forcibly make the Master or Rep-
lica server the active server without completing the data synchronization process.
For example, if switchover occurred but no data was changed on the Replica

server. In this case you may even have newer data on the Master server making it
undesirable to synchronize data from the Replica to the Master server. Arcserve HA
allows for this option through a process called Recover Active Server. To use this
option, ensure that the scenario is stopped, and select Recover Active Server from
the Tools menu.

Important! While this option is the right choice in many situations, use it with cau-
tion. If used improperly data loss can occur. Normally, Arcserve HA will not allow
switchover from one host to another until all data is synchronized. It is designed this
way so users are not redirected to an out of date data set that then overwrites what
may be a more current data set. When using Recover Active Server, Arcserve HA is
forcing users to one server or the other with no regard as to which server has the
correct data set. Thus, as an administrator, you must manually ensure that the
server you are making active has the most up to date data set.

If Recover Active Server does not solve the problem, you can manually recover a
server. For more information, refer to the topic, Manually Recover a Failed Server.

Select either Make Master Active or Make Replica Active
depending onto which server you want to force the active
role.

Important! If a legitimate switchover in a disaster situation occurs and users are
redirected to the Replica server for any period of time, it is important to replicate
all changes on the Replica back to the Master before making the Master server act-
ive. Using Recover Active Server in such a situation results in loss of data.
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Chapter 6: Additional Tips and Troubleshooting

This section contains the following topics:

SPool Directory Settings .. ..o 54
Manually Recover a Failed Server-Move IP Address ..., 55
Troubleshooting Oracle Databases ..o 56
Cannot Connect Oracle Enterprise Manager After Switchover ........................... 57
Cannot Connect Oracle 12¢ EM Express After AR Testing or Switchover .............. 58
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Spool Directory Settings

The Arcserve RHA spool is a folder on disk where data to be replicated is backed up
(spooled) if bandwidth is not sufficient to transfer the amount of changes in real-
time. Data can spool due to temporary network disconnections, network con-
gestion, or simply because the network bandwidth is not sufficient to transfer the
amount of data changing over on the server. In addition to storing changes waiting
on available bandwidth, spool space is also used as part of the normal syn-
chronization process. Thus, some spool build up during synchronization is normal.

Place the spool folder on a drive with relatively low use such as a dedicated volume
or boot/system volume. Do not place the spool folder on a volume containing fre-
guently accessed system (OS), user, or application data. Examples include volumes
containing databases, shared files, or the system pagefile. By default, the spool
folder is located in the tmp folder under the Arcserve RHA installation directory.
The spool parameters, located in the properties tab (on both master and replica) or
set with the New Scenario Wizard, determines how much disk space is available for
the spool. In most cases the default values are sufficient. However, if you change
this value, it should be at least 10% of the total dataset size. For example, if you are
replicating 50 GB of data on a server you should ensure that at least 5 GB of space
is available for spool.

Important! If you change the spool location, remember to remove the new path
from file level antivirus scans: both scheduled and real time.

Note: The Spool Directory is not a pre-allocated space folder and will be used only
if needed.
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Manually Recover a Failed Server-Move IP Address

Manually Recover a Failed Server-Move IP Address

If IP Redirection is used, you must remove the IP address manually. You cannot use
this method for scenarios that do not support Move IP redirection (Hyper-V HA, CS
HA).

To recover a failed server using Move IP Address redirection method
Boot the Master server without a network connection, to avoid IP conflicts.
From the TCP/IP properties dialog, remove the additional IP address.
Reboot the server and reconnect to the network.

If it is not already running, start the scenario from the Manager. If automatic
reverse replication was set to On, the scenario runs in backward mode so that the
Replica server is now active and the Master server is on standby.

Wait for synchronization to complete.

Perform a manual switchover to return the active role to the Master server. It is
recommended that you do so outside of normal business hours.
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Troubleshooting Oracle Databases

Oracle database fails to start after switchover
Symptom:

My vCenter Server HA scenario uses an Oracle database. After switchover, the
Oracle database does not restart and | get the following errors:

® ER00319, 83, Error, <HOSTNAME><DATE/TIME>, Switchover Aborted

= ER00303, 82, Error, <HOSTNAME><DATE/TIME>, Unable to start vCenter Ser-
vices

® ER0O0360, 81, Error, <HOSTNAME><DATE/TIME>, Unable to start vCenter after
switchover. Service 'vpxd' not started

Solution:

These errors occur when the Oracle database does not successfully mount the fol-
lowing switchover. Use the command line to solve the problem:

. Shut down

[ORACLE_HOME]\bin\oradim.exe -shutdown -sid orcl -usrpwd * -shutmode immediate
. Start again

[ORACLE_HOME\bin\oradim.exe -startup -sid orcl -usrpwd * -nocheck 0
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6.
7.

Cannot Connect Oracle Enterprise Manager After Switchover

Cannot Connect Oracle Enterprise Manager After
Switchover

Applicable only to Oracle Database 11g.
Symptom

After a switchover or failover occurs, the Oracle Enterprise Manager on the Rep-
lica is not accessible.

Solution

Reconfigure the Database Console. Before you begin, stop the running scenario or
suspend the Is-Alive check. The following procedure is an example. Provide the cor-
rect values for <oracle_db_instance_name>, Oracle Database Version (the
example uses 11g R2), file paths, and SID for your environment.

set oracle_home=D:\app\administrator\product\11.2.0\dbhome_1
set oracle_sid=orcl
emca -deconfig dbcontrol db -repos drop
To verify the TEMP DB already exists, perform the following steps:
a. sqlplus /nolog
b. connect / as sysdba
c. select * from dba_temp_files where tablespace_name = 'TEMP';
If an error occurs, perform these steps:

— alter database temp file
'D:\APPNADMINISTRATOR\ORADATA\ORCL\TEMPO1.DBF' drop including data-
files;

— alter tablespace temp add tempfile
'D:\APPNADMINISTRATOR\ORADATA\ORCL\TEMPO1.DBF';

emca -config dbcontrol db -repos create
net stop OracleDBConsole<oracle_db_instance_name>

net start OracleDBConsole<oracle_db_instance_name>
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Cannot Connect Oracle 12c EM Express After AR Test-
ing or Switchover

Applicable only to Oracle Database 12c (R1 and R2), on Windows and Linux.
Symptom

After a switchover or failover or AR testing (Windows only), after logging into EM
Express on the Replica, you may see some errors. Some functions of EM Express do
not work. The following error appears:

@ Load Error

Error signaled by database server

ORA-01187: cannot read from file because it Failed verification tests
ORA-01110: data file 201:

‘0N APP\ORAINSTALL\ORADATADE12131% TEMPO1.DBF'

ORA-06512; at "« ¥S.PRYTEMZ_DBHOME", line 1387

ORA-06512: at "s¥S.PRYTEMX_DBHOME", line 152

ORA-06512: at "SYS.WRI$_REPT_DEBHOME", line 102

ORA-06512: at “SYS.DEMS_REPORT™, line 1028

ORA-D6512: at line 1

Ik

Solution

You need to recreate the temp file of temp tablespace on Replica or the new active
server.

Follow these steps:
1. Navigate to Replica or the new active server and launch Oracle SQL plus with
Sys.
sglplus / as sysdba
2. Run the following SQL commands to recreate the temp file.

Replace the following path or file name with actual path in your envir-
onment.

Note: The rhatemp file is temporary and lets you replace with any valid file
name.

® Alter tablespace temp add tempfile: 'o:\ap-
p\orainstall\oradata\db12131\rhatemp' size 100m reuse autoextend
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on next 1m;

® Alter database tempfile: 'o:\ap-
p\orainstall\oradata\db12131\temp01.dbf' drop including datafiles;

® Alter tablespace temp add tempfile: 'o:\ap-
p\orainstall\oradata\db12131\temp01.dbf' size 100m reuse autoextend
on next 1m;

® Alter database tempfile: 'o:\app\orainstall\oradata\db12131\rhatemp'
drop including datafiles;

Verify if these scripts are completed successfully as displayed in the following
diagram:

Refresh or again login into the EM Express.

The page loads successfully and all functions should work.
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You may need to perform the same process after every switchover/switchback or
AR testing.
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