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Arcserve Product References

This document references the following Arcserve products:
m  Arcserve® Replication

m  Arcserve® High Availability (HA)

m  Arcserve® Assured Recovery®

m  Arcserve® Content Distribution



Documentation Changes

The following documentation updates have been made since the last release of this
documentation:

m  Updated to include user feedback, enhancements, corrections, and other minor
changes to help improve the usability and understanding of the product or the
documentation itself.

m  Added new section, Replication and High Availability Cloud Scenarios. (see page 87)

m  Added new section, Managing Clusters. (see page 333)

m  Added new topic to Running the Replication Process section called Change Scenario
Configuration (see page 226), which includes information for modifying a running
scenario.

m  Added new topic on how to use the NAT utility.



Contact Arcserve

The Arcserve Support team offers a rich set of resources for resolving your technical
issues and provides easy access to important product information.

https://www.arcserve.com/support

With Arcserve Support:

You can get in direct touch with the same library of information that is shared
internally by our Arcserve Support experts. This site provides you with access to our
knowledge-base (KB) documents. From here you easily search for and find the
product-related KB articles which contain field-tested solutions for many top issues
and common problems.

You can use our Live Chat link to instantly launch a real-time conversation between
you and the Arcserve Support team. With Live Chat, you can get immediate answers
to your concerns and questions, while still maintaining access to the product.

You can participate in the Arcserve Global User Community to ask and answer
guestions, share tips and tricks, discuss best practices and participate in
conversations with your peers.

You can open a support ticket. By opening a support ticket online, you can expect a
callback from one of our experts in the product area you are inquiring about.

You can access other helpful resources appropriate for your Arcserve product.


https://arcserve.zendesk.com/hc/en-us
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Chapter 1: Introduction

This section contains general information about the Arcserve Replication and High
Availability (Arcserve RHA) products, and their various modules. It briefly lists new
features, describes how replication and high availability work, and how the various
modules function in the replication process.

This section contains the following topics:

About this Guide (see page 15)

View Related Documentation (see page 16)

Supported Application and Database Servers (see page 17)
Arcserve RHA Concepts (see page 18)

Replication and High Availability Components (see page 25)
How to Deploy Arcserve RHA (see page 27)

About this Guide

This guide contains all of the necessary information for configuring and running Arcserve
RHA. It describes and provides instructions on how to perform the following procedures:

m  synchronizing

m  replicating and recovering data
®  monitoring procedures

m  generating reports

m  switching over from the production server to the Replica standby server, and
switching back

m  protecting the Control Service

Important! This guide applies to replication, high availability and assured recovery
products. Throughout this document, the term, Arcserve RHA refers to all products,
unless otherwise specified.

This guide focuses on the generic File Server replication and high availability solutions,
but it also provides information about other application and database servers and high
availability solutions.

For more detailed instructions involving scenarios tailored to specific applications such
as Microsoft Exchange or SQL Servers, see the appropriate Operation Guide. You can
find the most up-to-date Operation Guides for each application on the Arcserve Support
site. For more information about viewing application-specific Operation Guides, see
Related Documentation (see page 16).
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View Related Documentation

View Related Documentation

The Arcserve RHA Administration Guide is meant to be used with the following
supplemental guides.

m  Arcserve RHA Installation Guide - contains information related to installing and
configuring Arcserve RHA

m  Arcserve RHA PowerShell Commands Guide - contains command line reference

information

In addition, Operation Guides provide the details, examples and settings necessary for
successfully using the software in specific application or database server environments.
Replication and High Availability information is provided in these guides. (In previous
versions of Arcserve RHA, separate Replication (Disaster Recovery) and High Availability
(HA) guides were provided.)

m  Arcserve RHA for Microsoft SQL Server Operation Guide
m  Arcserve RHA for Microsoft Exchange Server Operation Guide
m  Arcserve RHA for Microsoft SharePoint Server Operation Guide
m  Arcserve RHA for Microsoft Dynamics CRM Operation Guide
m  Arcserve RHA for Oracle Server Operation Guide
m  Arcserve RHA for Microsoft IIS Server Operation Guide
m  Arcserve RHA for Blackberry Enterprise Server Operation Guide
m  Arcserve RHA for UNIX and Linux Operation Guide
m  Arcserve RHA for Virtualized Server Environments Operation Guide
For information on integrating Arcserve RHA with Arcserve Backup, see the Arcserve
Backup Arcserve RHA Integration Guide, in the Arcserve Backup documentation set.
To view Arcserve RHA Guides
1. Goto Arcserve Support.
2. Click Support and Learning and then click Documentation in the list.
The Documentation page appears.

3. From the Document Title list, click the Download link beside the document you wish
to view.
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Supported Application and Database Servers

Supported Application and Database Servers

Replication and high availability capabilities are custom-tailored for the following
application and database servers, for both 32-bit and 64-bit Windows:

m  Microsoft File Server -- protection for virtually any application or data type,
including databases, so long as the OS platform and file system are supported.

m  Microsoft Exchange Server -- protection for your Exchange servers
m  Microsoft SharePoint Server -- protection for your SharePoint servers

m  Microsoft SQL Server -- protection for SQL servers, including the BlackBerry
Enterprise Server database.

m  Microsoft IIS Server -- protection for Internet Information Systems.

m  Microsoft Hyper-V -- protection for virtualized environments.

®m  Microsoft Dynamics CRM -- protection for your Dynamics CRM servers.

m  Oracle databases -- protection for Oracle databases.

m  VMware vCenter Server -- protection for virtualized environments.

m  Arcserve RHA Control Service -- protection for this Arcserve RHA component.
m  Full System HA - transfer of an entire computer (physical or virtual) to a virtual

machine (Hyper-V, VMware ESX, and Citrix XEN Server).

Note: BlackBerry Enterprise Servers can be protected using Arcserve RHA for Microsoft
SQL Server or File Server, depending upon your configuration. For details, see the
Arcserve RHA for Windows BlackBerry Enterprise Server Operation Guide.

For an up-to-date list of supported platforms and applications, see the Supported
Configurations article on Arcserve.com.

The properties you configure during scenario creation vary depending on the application
or database server you are protecting. This Administration Guide provides descriptions
of each property; for specific scenario creation instructions, refer to the appropriate
Operation Guide.
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Arcserve RHA Concepts

Arcserve RHA Concepts

The following concepts describe how Arcserve RHA protects your server environments.

How Synchronization Works (see page 18)

How Replication Works (see page 21)

How Recovery Works (see page 22)

How Data Rewind Works (see page 22)

How Replication Suspension Works (see page 23)

How High Availability Works (see page 23)

How Synchronization Works

Synchronization of files is the process of making the set of files to be protected identical
on the Master and Replica servers. It is usually necessary to synchronize the Master and
Replica as the initial step of a replication scenario.

Important! We strongly recommend running the initial synchronization during off-peak
hours.

Files identified as sparse are now synchronized as such if the volume on the Replica
server supports them. If not, sparse file attributes are lost during the replication or
synchronization processes.

Synchronization Methods

To properly synchronize the Master and the Replica, it is first necessary to perform a
comparison of their two file structures. This comparison determines what content (files
and folders) on the Master is missing or different from the content on the Replica. You
have two ways to start Synchronization:

m  Click the Synchronize button on the Manager toolbar
m  Click the Run button on the Manager toolbar

Select a synchronization mode, each with a different comparison algorithm and method
of operation:
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File synchronization

In file synchronization, the Replica server sends its snapshot to the Master server,
which uses it to drive the information and content for the data comparison. After
the comparison is performed, the Engine on the Master server sends a sequence of
commands to the Replica. These commands:

— Delete files that exist only on the target

— List the entire file contents of files that either exist only on the Master, or that
exist on the Replica but differ from the version on the Master

This method is best suited for File Servers or application servers with many
relatively small files.

Note: When performing File Synchronization, Arcserve RHA does not update the
data transferred percentage until the file transfer is completed.

Block synchronization

In block synchronization, the Engine performs a block-by-block comparison of the
Master and Replica files, and copies over only those blocks that are different. When
differences exist between files, instead of requiring the transfer of the entire file,
block synchronization transfers changes only.

This method is best suited for database applications, such as Microsoft Exchange
Server, Oracle, and SQL Server, or application servers with large files.

Offline synchronization (Available only from the Run dialog)

In offline synchronization, data is copied from the Master server to an external
device, and from the external device to the Replica server. Full System scenario
supports Offline synchronization method for forward, backward, and BMR restore
scenario.

This method is best suited for transferring huge data volumes without much impact
from a low network bandwidth. This option is available only when running a
scenario and does not apply to scenarios with scheduled replication, or scenarios in
which the Master is a UNIX/Linux host. For more information, see How Offline
Synchronization Works. (see page 131)
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Volume Synchronization (Available only for Full System Scenarios)

In volume synchronization, the Master server copies the volume as whole instead of
a file or a block. All volumes on a disk are synchronized at a volume level. RHA
accesses the bitmap and only copies the used data. For example, when the used
volume is 25 GB of a 40 GB volume, only the used 25 GB is copied.

Note: If the size of volumes on the Master is larger than the size on Replica, RHA
switches to block synchronization.

The comparison can be configured to consider only file size and modification time to
determine whether two files differ, or it can perform a check of the actual contents of
the data. The former approach, which is not valid in the case of database applications,
can be a legitimate way to increase the comparison process on a File Server scenario.

You can Filter or Skip synchronization.
Synchronization Filters

Before the synchronization starts, you can filter the synchronization process. The filter,
called Ignore files of same size/time, appears on the Run dialog, and it can be either
enabled or disabled.

The Ignore files of same size/time filter allows the data comparison between the
Master and the Replica to consider only file size and modification time, when
determining whether two files differ. It skips comparison of files with the same path,
name, size and modification time, under the assumption that these files are identical.
This approach is not valid in the case of database applications, but it can be an efficient
way to significantly speed up the comparison process for a File server solution, and
reduce the overall synchronization time dramatically.

Important! Do not skip synchronization unless you are absolutely sure that files on the
Master and Replica are identical.

Automatic Synchronization

You can configure your system to perform automatic synchronization after certain
events occur. The Automatic Synchronization property causes the Master and Replica
servers to be resynchronized automatically if one of the following events occurs:

m  The Replica is restarted
m  The Master is restarted

Note: If the Master spool overflows because of network failure, the servers are
resynchronized automatically when the connection is restored

You can set the Automatic Synchronization property in the Scenario Properties,
Replication Group.
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Simultaneous Synchronization and Replication

Simultaneous Synchronization and Replication means that servers can be synchronized
while files are in active use and being updated. All changes that occur while the initial
synchronization is performed are replicated without any need for administrative
intervention.

Reporting Synchronization Differences

The data sets on the Master and Replica servers can be checked for differences without
performing resynchronization using the Difference Report option (see page 163).

How Replication Works

The replication mechanism maintains identical copies of files and databases on the
Master and Replica. This replication is done by real-time capture of byte-level changes
in files on the Master server, using a file-system filter-driver. The captured changes are
transmitted asynchronously to the Replica servers using the Engine. The replication
process does not interfere with write operations.

To accommodate real-time replication of all types of files, the following replication
modes are supported:

m  Online mode - Replicates captured changes of files, even if files are always open (as
is the case for most database and mail servers). This mode maintains the order of
file system operations. In this mode, the Engine records all I/O operations related to
the root directories in journal files. The journal files are then sent to the Replicas
where the operations that were recorded in the journal are replayed on the
replicated files.

m  Scheduled mode - Synchronization of servers takes place at fixed times. There is no
online replication in this mode, however, online changes made during
synchronization are replicated. (Scheduled replication cannot be performed using
Offline Synchronization.)
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How Recovery Works

You can assess the accurate bandwidth usage and compression ratio benchmarking that
is needed for replication, without actually replicating data. When you select the
Assessment mode, no replication occurs but statistics are gathered. A report is provided
after the assessment process is completed.

Sparse files are now supported. Sparse files are typically very large files that contain
mostly zeros. When NTFS file systems encounter large runs of zero data, they do not
explicitly write the zeros to disk. Instead, the file system maintains a reference that
tracks the locations of these zero runs. Though the file size is still reported as usual,
much less disk space is consumed. Arcserve RHA ensures consistency of content in
sparse files. You cannot replicate sparse files to a Replica server that does not support
them, such as a FAT32 Replica.

Sparse file operations are transparent; they are handled internally.

When Master server data is lost or corrupted for any reason, you can recover the data
from any of the Replica servers participating in the scenario. The Restore Data option
activates a synchronization process in the reverse direction: from Replica to Master.

When recovery is initiated, the Manager builds a temporary tree, containing a single
branch. In this tree, the Replica becomes the source of data and the original Master
becomes the target (the terminating Replica). After the synchronization process
completes, the Manager reverts to the original replication scenario, and continues
working.

Important! All file system activity must be halted on the Master host until the recovery
process finishes.

How Data Rewind Works

Data rewind is technology that lets you repair a corrupt file by rewinding it back in time
as if it were a tape. Because replication continuously updates source data to another
machine, a Replica always holds the same data as in the Master. In the case of data
corruption, recovering files from the Replica will not help, since chances are high that
data on the Replica is also corrupted.

Data Rewind can be compared to the Undo feature of various productivity applications
where user actions can be cancelled, which brings the file to a previous state in time.
Data Rewind is based on rewind journals that store I/O operation information that result
in modified files. Using the rewind journal, it is possible to undo 1/0 operations, and
rewind the file to a previous point in time, to a valid, non-corrupted state.
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How Replication Suspension Works

At times it may be necessary to suspend updates on a Replica machine in order to
perform system maintenance or some other form of processing that does not modify
the replicated data there. It is not desirable to stop replication since this requires a
resynchronization afterward.

The replication suspension feature makes this possible. Replication may be suspended
either manually or on a scheduled basis. During the suspension period, all changes are
spooled on the Master or on the Replica located upstream of the suspended Replica. In
other words, changes continue to be recorded for update on the suspended Replica, but
are not actually transferred until replication is resumed. After replication resumes, the
accumulated changes are transferred and applied without the need to perform a
resynchronization of the data.

To suspend replication, choose Tools, Suspend Replication from the Manager menu.

How High Availability Works

Arcserve RHA monitors all critical events, including global server failure and all database
service failures. You may configure Arcserve RHA to automatically reverse server roles,
called failover, or manually switch server roles, called switchover, when a critical event
is detected. This means the Replica server becomes active while the Master server
stands by.

Note: Automatic failover and manual switchover settings are configured during High
Availability scenario creation. You may also configure these settings from the Arcserve
RHA Manager Properties tab and expand the Switchover Settings properties group.

When the Master server becomes unavailable, its activities are failed over automatically
to a remote site (Replica). The failover, which is transparent to the user, includes
immediate startup of a synchronized standby database. All users are redirected to it in
minimum time. All this is done without any need to reconfigure either clients or the
network.
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Redirection can be based on the following methods:
m  Move IP (if the standby site is implemented within the same network segment)

m  Redirect DNS, can be used on a local network or when the remote standby site is
located on a different IP network (cross-network switchover)

m  Switch the server hosthame/NetBIOS name

Note: You can also apply user-defined scripts that add or replace the built-in redirection
methods. Identify Network Traffic Direction scripts are required to fully support custom,
or customized, redirection methods. Custom scripts or batch files are used to identify
the active server. This script determines if the forward or backward scenario will run
when the scenario is started. The script runs on both the Master and Replica: the one
that returns zero is active. If both return zero, a conflict is reported.

Redirection method selection is based on the requirements of the application being
protected; certain methods may not apply to a particular scenario. For more
information, see the application-specific Operation Guide.

How File Server Assured Recovery Works

Limitations

When creating File Server scenarios, you may elect to choose the option, Integrity
Testing for Assured Recovery (AR) from the Select Server and Product Type dialog. You
can set a schedule for testing. Double-click the value for Schedule to open the Assured
Recovery hours screen.

By default, File Server AR takes VSS snapshots on the Replica during the test. These
snapshots use volume space on the Replica. VSS Snapshots are off by default to prevent
disk space issues.

Note: Since there is no application in a File Server scenario, Assured Recovery testing
requires custom scripts.

Only one-way, asynchronous, replication is permitted, and the Replica database must be
offline. Bidirectional replication is not supported. However, cross replication with
different data sets is supported. A server running Arcserve RHA can act as a Master and
Replica for an unlimited number of scenarios so long as each data set only has a single
Master server, i.e., one way replication.
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Replication and High Availability Components

Control Service

Arcserve RHA consists of the following components:
m  Control Service (see page 25)
m  Engine (see page 26)

m Management Center (see page 26) - consists of three components: Overview Page,
Manager, and Report Center.

m  PowerShell (see page 27)

m  Arcserve RHA for Microsoft Failover Cluster (see page 27)

The Control Service functions as the single-point-of-control in the Replication or High
Availability operation. It contains the entire dataset of the existing scenarios. The
Control Service communicates with the Engines and the Managers. It is responsible for
the management of all scenario-related-tasks, such as, creation, configuration,
monitoring, and running of the scenarios.

The Control Service receives requests from the Managers, processes them, converts
them to particular commands, and passes them on to the Engines. Then, the Control
Service receives up-to-date data and events from the Engines, and sends back
information and statistics about the scenario's state to the Manager.

The Control Service is also responsible for the authentication and authorization of users.
It can also serve as a central point for report handling and storage. The information and
statistics that are accumulated by the Control Service can be presented to the user
through the Overview Page, Manager, Report Center and PowerShell.

All the scenario files are kept on the server that runs the Control Service. If the Control
Service is down, the scenario functioning will not be affected. However, for receiving
information about the scenario's state, the Control Service must be active. For best
results, install the Control Service on a standalone host. If this is not possible, you can
install the Control Service on either the Master or Replica servers. However, if the server
is down, the connection with the Control Service is lost and scenarios will be
unmanageable.

You may protect the Arcserve RHA Control Service in separate scenarios. For more
information, see Protecting the Control Service (see page 277) in the Arcserve RHA
Administration Guide.
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Engine

The Engine is a service that must be running before any scenario can start. It is installed
on every server participating in any given scenario, meaning the Master (source) and
Replica (target) hosts. Each Engine supports both Master and Replica functionality, for
both Replication and High Availability scenarios. It may participate in multiple scenarios
and serve in a different role in each scenario. Engines can be installed either locally on
each host at a time, or through a remote installer on numerous hosts at once, and can
be installed during scenario creation, if needed.

Management Center

The Management Center consists of three components, none of which requires any
manual installation:

m  Overview Page - a statistical overview of the Replication and High Availability
scenario state.

m  Manager - a User Interface that lets you create, configure, manage and monitor
scenarios. This is a GUI application that is activated from the Overview Page by
clicking the Scenario Management link.
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m  Report Center - an interface that gathers all existing reports, along with information
about the available reports per scenario. You can decide where these reports will
be stored, and for how long they will be displayed and saved in the Report Center.
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PowerShell

The PowerShell is offered as an alternative if you do not want to manage the replication
process using the Manager graphic user interface. It enlarges and facilitates the
capabilities of the CLI provided in previous versions, and it supports both replication and
HA operations.

The PowerShell is a command-line shell and scripting environment that allows you to
configure a replication scenario and control and monitor the replication process. All
scenarios managed by the PowerShell look and operate exactly as the ones that are
managed by the Manager, and they are automatically saved in the same default
location: INSTALL_DIR/ws_scenarios.

The PowerShell is based on the standard Windows PowerShell™, which comes with a
large set of built-in commands with a consistent interface. The PowerShell component
adds a number of scenario-related-commands, called snap-ins, which facilitate scenario
management.

Arcserve RHA for Microsoft Failover Cluster

Arcserve RHA for Microsoft Failover Cluster includes a virtual disk resource plug-in and a
lightweight interface installed on every node in the cluster.

Though high availability is built in to Microsoft cluster environments, shared storage
could still be a single point of failure. Arcserve RHA protects cluster storage, allowing
you to replicate data to a disk resource on or off-premises.

How to Deploy Arcserve RHA

Deploying Arcserve RHA components depends on the size of your IT enterprise network
and your replication and HA needs. However, there are certain guidelines that you
should follow when designing your environment and deploying different components on
a Windows platform. For information regarding an efficient deployment, see the
Arcserve RHA Installation Guide.

In general, you install the Engine on pairs of servers - a Master and a Replica. The
Control Service should be installed on a standalone server so that it can be protected in
its own scenario. For more information, see the topic, Protecting the Control Service
(see page 277).

Chapter 1: Introduction 27






Chapter 2: Exploring the Manager

This section introduces the Manager, its components and functionality. It explains how
to log in to the Management Center and Manager, and describes the structure, menus,
buttons and functions available in the Manager main window.

This section contains the following topics:

Log Into the Management Center (see page 30)

Support and Community Access Links (see page 31)
Explore the Arcserve RHA Manager Screen (see page 33)
Viewing and Arranging the Manager Screen (see page 36)
Toolbars (see page 39)

Register Arcserve RHA Licenses (see page 43)
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Log Into the Management Center

The Management Center and Manager do not require any component or application
installed in advance. It is based on a one-click-installation procedure that can be
performed from any workstation that has a network connection and a Web browser. To
log in, you will need the following:

The Hostname/IP Address and Port Number of the server where the Control Service
is installed.

Your User Name, Password and Domain for that host.

To open the Manager

1.

Open Internet Explorer. On the Address box, enter the Control Service Host
Name/IP Address and Port Number as follows:
http:/host_name:port_no/start_page.aspx

The Login dialog appears.

Be aware of the following:

m If you are opening the Management Center from the machine where the
Control Service is installed, you can use the default parameters:

http:/localhost:8088/start_page.aspx

m If you selected the SSL Configuration option during the installation of the
Control Service, when you open the Overview page, you need to use the
hostname of the Control Service machine (instead of its IP Address). Enter the
Control Service Host Name and Port No. as follows:
https://host_name:port_no/start_page.aspx

Enter a User Name, Password and Domain and click Log In.

Important! To log in to the Management Center, you must be a member of the
Administrators Group on the Local machine where the Control Service is installed.

The Overview page appears.
On the Quick Start toolbar on left, click the Scenario Management option.

A progress bar appears, indicating that the Manager component is currently
installed on the local machine.

After the Manager installation is completed, the Manager appears.

Important! Multiple administrators can simultaneously access the Manager, and
they can make any changes anytime they need, depending on their privileges. The
last update will be effective as the latest state of the scenario. Therefore, when
multiple administrators are working with the Manager on the same time, it is
important to be aware that one administrator can unintentionally overwrite the
changes another administrator just did. We recommend taking internal measures to
prevent the occurrence of this event.
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Support and Community Access Links

The Overview screen has been redesigned to incorporate the latest Internet technology.
Across the top of the Overview screen, an RSS feed cycles through product headlines.
Click a headline to view the whole story posted at the Expert Advice Center.

The Support and Community Access section of the Arcserve RHA home page provides
links to various product support sites.

AIrCServe’ Replication and High Availability

Login: administrator  Domain: localhost Updated: Friday, July 24, 2015 2:52:23 AM
About | Help |
— Scenarios Status_______________|tigh Availability____JAssured Recovery.
i Total Scenarios 3 No HA Scenarios runnin No Completed AR Tests
%€ Scenario Management e : B ] p
Click to manage Scenarios Scenarios Stopped by Error 0 [[Running with Error
‘&, |Report Center Scenarios Stopped by User 2 Wstopped
i Click to open the Report Center Scenarios Stopped for Switchover 0 [lReady for HM
. Scenarios Ready for HM 0 Eurknown
Support and Community Access Running Assured Recovery Tests 0
Videos Suspended Replicas 0
Scenarios in Unknown State i
= et Running Scenario Errors 0
c ppo ; : ;
& Cserve U Running Scenario Warnings 0
Scenarios
B Scenarios
2 | Expert Advice Center | Scenario Name | Master Host Erors | State
Y Exchange 127 9 Connecting
FileServer 4321 0 Stopped by user
Social Networking ]
Scenario Name | Master Host | Errors | State
it Jl facebook | FullSystem huara02-app-not 11 Editing
Name Engine Running
127 ®
2545 v
Videos

Click here to access available Arcserve RHA how-to videos for basic procedures. You
can also view videos directly from YouTube. (Click the YouTube link in the Social
Networking panel.)

Arcserve Support

Click here to go to the One Stop Support site where you can resolve issues and
access important product information.

Provide Your Feedback

Submit questions and share your ideas for new product features via our
GetSatisfaction partner. All information is submitted directly to the product
development team.

User-Community Discussion

Be part of the Arcserve RHA User Community. Click here to share your tips and best
practices or ask questions.

Expert Advice Center

Subscribe to the news feed to get the latest product news and information as well
as link to other Arcserve RHA-related information.

Social Network Panel
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You can even follow us on Twitter or friend us on Facebook to keep pace with product
changes. Click the YouTube link to access videos.

Click All Feeds (located in the top right corner) to subscribe to any or all of the sites.
When a site is updated, you are notified.

Feeds (disabled by default) and social networking links (enabled by default) and can be
enabled or disabled as needed. Edit the configuration file as follows to enable these
settings:

1. Open the web.config file located at [Install dir]/ws_root.
2. Locate and set the following settings:

<appSettings>
<add key="SocialNetwork_Visible" value="true" />
<add key="GoogleFeed_Visible" value="false" />
</appSettings>

3. Save the web.config file.
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Explore the Arcserve RHA Manager Screen

Scenario
Pane

Event
Pane

After logging in to the application, the Manager is displayed, enabling you to access all
the Manager menus, toolbar functions and panes.

Unless a scenario exists, most of the user areas are blank. If active scenarios exist, they
are shown on the left side of the Manager screen.
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Note: Some of the panes and options are visible and enabled only with the appropriate

product license.
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Manager Screen Panes

The Manager screen is divided into several areas:

m  The application's name and the Control Service's connection details appear in the
top left corner of the title bar; beneath it appear the menu line, the Standard
toolbar and the Viewing toolbar.

m  The Scenario pane appears on the left. In this pane, the existing scenarios, including
their replication trees, are displayed.
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m  The Framework pane appears on the right. In this pane, configurable property lists
are displayed - the Scenario, Master, Replica, HA and Template properties. The
displayed list depends on the item selected in the Scenario pane, or on the item
chosen from the pane's drop-down list. The Framework pane also shows two, three
or four tabs, depending on the selected solution and on the scenario state. These
tabs include:

m  Root Directories
m  Properties
m  High Availability Properties

m  Statistics

@Pmperties > X
Scenario Properties w

FProperty Yalue
E| General

E| Replication
Mode Cnline
E| Run sfter Reboot Cn
BAutnmatic Synchronization
Synchrenization Type ElockSynchronization
\gnore Files of Same Size/Time Off

E‘ Optional Seitings

Replicate NTFS Compress Attribute Off
Replicate NTFS ACL off
Synchronize Windows Shares Off
Prevent Automatic Re-sync upon Error Off
=8 Event Notification
Motification Off
E| Report Handling
B Report Saving Cn
Report Directory [INSTALLDIR)reports
Report Retention (days) Unlimitsd
[l Motity by Email off
Execute Script Off

If the Master is rebooted, CA XOsoft automatically re-synchronizes the Master and the Replica after the reboot.

[ Root Directories | ) Properties | High Availability Properties |[[, Stetistics

The Properties displayed on each tab are described more fully in the topic, Setting
Scenario Properties (see page 191).

m  The Events pane is below the screen's dividing line.

Note: The actual placement of the panes can vary, since they can be moved and resized.
Also, you can hide panes, including the toolbar and status bar according to the
selections in the View menu.
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Viewing and Arranging the Manager Screen

Viewing Options

Arcserve RHA offers you different ways to get a good view of your work, depending on
the task at hand. You can arrange your workspace according to your current needs.

Note: The last view setting you use is saved for the next session.

The following topics describe ways to view the Manager Screen:

m  Viewing Options (see page 36)

m  Customize the Scenario View (see page 36)

m  Rearrange Panes (see page 37)

The View menu contains all existing views. Selecting a view option from the menu will
either open or close the indicated pane.

To reset your Manager layout

1. From the View menu, select the Reset option.

The original view settings are restored.

Customize the Scenario View

The Scenario pane shows the current status for all scenarios in one pane, enabling you
to monitor multiple scenarios at once. You can customize the way the scenario
information columns are displayed.
To customize your scenario view
1. From the View menu, select the Customize Scenario View option.

The Customize scenario view dialog appears.
2. Select the fields you want to display in the Scenario pane and click OK.

Note: The Started by field indicate the user that initiated the Run for the specific
scenario.

The fields you selected appear as columns in the Scenario pane.
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Rearrange Panes

Dock a Pane

You can dock, stack, hide, show and float the Manager panes according to your needs.

Dock a Pane (see page 37)

Stack Panes (see page 38)

Hide a Pane (see page 39)

The Pane Docking tool, or guide diamond, is a built-in feature that appears

automatically whenever you move a pane.

To dock a pane

1.

From the Manager screen, click a pane's title bar and start dragging it. The Pane
Docking tool appears.
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2. Move your pointer over the corresponding portion of the Pane Docking tool. You
can also use the arrows at the edges of the window.
3. Release the mouse button when the pane reaches the desired position.

The pane is docked in the new screen location.
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Stack Panes

Stacking panes on top of each other presents each as a tab in the Manager screen.

To stack panes

1. From the Manager screen, click a pane's title bar and start dragging it. The Pane
Docking tool appears.
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2. When the pane you are dragging reaches a docked pane on which you want to stack
it, move the pointer to the center of the guide diamond.

3. Release the mouse button.

The pane is now accessible by clicking its tab.
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Hide a Pane

You can completely hide a pane or hide it only while working on another pane. You can
return to the hidden pane by clicking its tab.

Restore hidden panes by clicking the View, Reset menu option.

To hide a pane

1. From the Manager screen, right-click a pane's title bar. A short-cut menu appears.
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2. If you wish to completely hide the pane, click Hide. If you wish to hide the pane only
while you work on other panes, click Auto-Hide. Click its tab to return to the hidden
pane.

Toolbars

Arcserve RHA provides two toolbars to facilitate your work: the Standard toolbar (see
page 40) and the Viewing toolbar (see page 43).
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Standard Toolbar

The Standard toolbar buttons provide quick access to the most commonly used
functions in the Manager. The following list contains a brief description of each toolbar
option:

E New

Create a new scenario using the Scenario Creation Wizard. For more information,
see Create a New Scenario.

g Group

Create a new scenario group. For more information, see Create a Scenario Group
(see page 72).

Save
Save a selected scenario. For more information, see Save Scenarios (see page 185).

@ Save All

Save at once all existing scenarios. For more information, see Save Scenarios (see
page 185).

MRun

Run the selected scenario to start the replication process. For more information,
see Initiate Replication (see page 125).

ﬂ Run (Assessment mode)

Run the selected scenario in Assessment Mode. Refer to How Replication Works
(see page 21).

g\'ﬁ
E Synchronize

Activate the synchronization process (whether replication is running or not). For
more information, see Synchronize Master and Replica Servers (see page 129).

=
ﬂ Restore Data

Recover lost or corrupted Master data from any Replica by activating a
synchronization process in the reverse direction. For more information, see
Recovering Data and Servers (see page 237).
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ﬁ Difference Report

Generate a Difference Report, which displays the difference between a Master and
its Replica(s) at a certain point in time. The comparison is performed using the same
algorithms that are used in the synchronization process, but no data is transferred.
For more information, see Create Difference Reports (see page 163).

@ Perform Switchover

[For HA only] Switch the active and passive roles between the Master and Replica
servers following their current status. For more information, see Switchover (see
page 245).

i
% Suspend Is Alive Check

[For HA only] Suspend the Is Alive check that verifies that the active server is
operational. For more information, see Is Alive (see page 266).

M Refresh Statistics

Update the scenario state information and live statistics display. For more
information, see Refresh Statistics Display Manually (see page 157).

E Suspend Replication

Suspend replication updates on the Replica host in order to perform system
maintenance or some other form of processing that does not modify the replicated
data there. Changes continue to be recorded for update on the suspended Replica,
but are not actually transferred until replication is resumed. You cannot suspend
replication during synchronization. For more information, see Suspend Replication
(see page 143).
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@ Replica Integrity Testing

Perform Assured Recovery test in a non-scheduled mode. For more information,
see Performing Assured Recovery Test in a Non-Scheduled Mode (see page 302).

l" Start/Stop VM
Stop or start a virtual machine. This is applicable for a Data Recovery or High
Availability full system scenarios.

B Delete All VM Resources

Delete all temporary VM resources such as disk files, snapshots, and other
temporary files.

@ Launch Host Maintenance

Prepare a node in your replicated system to planned maintenance procedures,
while avoiding resynchronization once these procedures are completed. For more
information, see Host Maintenance (see page 187).

N

¥ Offline Sync Management

Specify that RHA synchronizes data block by block and then start the replication
process.

\& Configure HTTP Proxy Server

Specify proxy server details to connect to RHA engines.

Provide Your Feedback
Open the feedback page.

J‘y Help Topics

Open Online Help.
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Viewing Toolbar

The Viewing toolbar buttons provide quick access to the different windows and
monitors in the Manager. The following list contains a brief description of each toolbar
option:

QDD Scenario View

The Scenario View gives you access to the main Manager screen (see page 33),
which enables you to create, monitor, and manage replication scenarios.

3 Cloud Yiew

The Cloud View lets you connect to Amazon EC2 to manage your instances.

| Snapshot ".-’iew|

The Snapshot View gives you access to the VSS Management window (see
page 312), which enables you to view and manage VSS snapshots.

|QE§ Remote InstallerMnnitnr|

The Remote Installer Monitor gives you access to the Remote Installer view, which
enables you to view the installation status of Engines, you installed with the
Remote Installer. For more information about the Remote Installer, refer to the
Arcserve RHA Installation Guide.

|§" Host Maintenance Mnnitnr|

The Host Maintenance Monitor gives you access to the Host Maintenance Monitor
view (see page 187), which enables you to view the status of current requests for
maintenance preparation.

Register Arcserve RHA Licenses

The Arcserve RHA licensing policy is based on a combination of several parameters
which include the following:

m  the operating systems involved

m  the required solution

m  the supported application and database servers
m  the number of participating hosts

m  additional modules (for example, Assured Recovery)

The license key that is generated for you is therefore tailored to your exact needs.
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After logging in for the first time, or if your old license has expired, you must register the
Arcserve RHA product using your license key. To register the product, you need to open
the Manager, which does not depend on the existence of a valid registration key. After
the Manager opens, a License Warning message appears, prompting you to register the
product. A License Warning message also appears when your license is about to expire
during the next 14 days.

When you are creating a scenario, some of the options might be disabled following the
terms of your license. However, you can create any number of scenarios, since the
validity of your license key is confirmed, before you try to run a specific scenario. Only
when you click the Run button, the system checks whether you are allowed to run the
selected scenario according to your license key. If the system determines that you do
not have the required license for running this scenario, the scenario will not run and a
message will appear on the Event pane informing you of the type of license you need.
To register Arcserve RHA using the license key

1. Open the Manager.

The Welcome message appears, followed by a License Warning message informing
you that your product is not registered. You are prompted to register it.

2. Click OK to close the message.
3. Open the Help menu and select the Register option.
The Register Arcserve RHA dialog opens.
4. Complete the following fields:
m  Registration Key field - enter your registration key.
m [Optional] In the Company Name field - enter your company name
5. Click the Register button to register the product and close the dialog.

You can now start working with the Arcserve RHA Manager according to your
license permissions.
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Availability Scenarios

Arcserve RHA protects servers in the context of user-defined scenarios. A scenario is the
basic unit of operation and it consists of a definition set that includes:

m  The type of application or database server to be protected.

m  The type of data protection solution.
m  Special tasks, such as Integrity Testing for Assured Recovery.
m  The connection details of the Master and Replica hosts.

m  The directories, sub-directories, databases and files that will be replicated and their
location on the Master and the Replica.

m  Configurable properties of the scenario and the Master and Replica hosts, which
affect different settings and operations, such as, synchronization method,
replication mode, spool size, report and event handling rules, and more.

m  Recovery and Switchover/Failover parameters.

Each scenario defines a replication tree that sets the flow of information from the
Master server to any number of designated Replicas. It establishes the data recovery
procedure, and, if applicable, the switchover parameters. You can configure, add or
remove servers from a scenario and select or modify directories. This enables easy,
complete control of the replication process over any network, large or small. Each
scenario is saved as an XML file. This section describes how to create the following: a
scenario group, scenarios using both the Scenario Creation Wizard and a template, and
a scenario template.

This section contains the following topics:

Create a File Server Replication Scenario (see page 46)

How to Create Arcserve Central Host-Based VMM Backup Scenarios (see page 55)
Create a New File Server HA Scenario (see page 64)

Use Scenario Groups (see page 71)

How to Use Templates (see page 78)

Managing Hosts that use a NAT Device (see page 84)
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Create a File Server Replication Scenario

The following procedure demonstrates the creation of a generic File Server Replication
scenario. For more detailed instructions involving scenarios tailored to specific
applications such as Exchange or SQL Servers, see the appropriate Arcserve RHA
Operation Guide.

Follow these steps:

1. Open the Manager. From the Scenario menu, click New or click the New g button
on the Standard toolbar.

The Welcome screen of the Scenario Creation Wizard is displayed.

®5cenario Creation Wizard =]

Welcome to the New Scenario Wizard

Thiz wizard will help you create a new scenario, either from scratch or using a predefined template. [t may also be used to create new
templates. When the scenario creation iz finished, you will be able to run the scenario.

P Welcome To ewit the wizard and continue configuration manually from any step, click the Finigh button.

Product Type

Scenario Setup
Scenario Verification &' Create a New Scenario
Run § i

=t " Create a Mew Template

) Create a Mew Scenario from a Template

Agsigh a Scenanio Group [select existing one or enter a new group name|]

Scenarios v|

Back I Mext Finish I Cancel
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The Welcome screen enables you to create a scenario, and to assign the new
scenario to a scenario group. From the Welcome screen, you can create a scenario
directly or from a template, or create a template. For more information about
creating templates, see the topic, Using Templates. (see page 78)

Note: To access other Manager features while you are creating a scenario, minimize
the Scenario Creation Wizard. The Scenario Creation Wizard is bound to the
Scenario View. If you switch views, the wizard is automatically minimized.

Select the required options, as follows:
a. Select Create a New Scenario.

b. Assign your scenario to the Group, "Scenarios" or type a name to create a
Group.

c. Click Next.
The Select Server and Product Type screen opens.

This screen lists the supported applications and product types available, depending
on how you have licensed Arcserve RHA.

Select the required Server, Product Type, Integration options, as follows:

a. From the Select Server Type list, click File Server. For more information about
the remaining server types, see the appropriate Operation Guide.

b. From the Select Product Type list, click Replication and Data Recovery Scenario
(DR). For more information about High Availability Scenarios (HA), see the
topic, Create a New File Server HA Scenario (see page 64).

c. Select Integrity Testing for Assured Recovery if necessary. For more
information about Integrity Testing for Assured Recovery, see the topic, File
Server Assured Recovery. (see page 24)

d. From the Integration Options list, select one of the following:
None

Indicates that you want to create this scenario without integrated Arcserve
products. Click Next.

Arcserve Backup

Indicates that this scenario uses Arcserve Backup to back up the RHA
replica.

Enter the backup server name. Click Next.

Note: For more information about backups, see the Arcserve Backup
Administration Guide on the Arcserve Backup bookshelf.
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The Master and Replica Hosts screen opens.

_ioix

Master and Replica Hosts

Erterthe hostname or IF address for both the Master (zource) and Replica farget) hosts.

If the scenario will invalve mare than one Replica, add one Replica now, and manually add the other Replicas in the Scenario pane ance
you completed the wizard steps.

+" Welcome

4+ Product Type

+ Scenario Setup Scenario Name | FileServer 1
P Hosts
Engine Verfication Master Hostname/IP I 172.16.233.158 _l Port
Master Directories

Replica Directories Replica Hestname/IP I 17216233158

[N

Scenario Properties

Hosts Properties " Replicate to Cloud Select Cloud Host |

Scenario Verification
Run Scenario ™ Assessment Mode

¥ Verify Arcserve RHA Engine on Hosts

N Finish Cancel

On this screen, specify the host to protect (Master) and the host that holds the
replicated data (Replica).

4. Select the required Master and Replica Hosts, as follows:
a. Inthe Scenario Name field, accept the default name or enter a unique name.

b. Inthe Master Hostname/IP field, enter the hostname or IP address of the
Master server. This server is the source server. Use the Browse button to find
one.
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In the Replica Hostname/IP field, enter the host name or IP address of the
Replica server. This server is the target server. Use the Browse button to find
one. If you want to include additional Replicas in your scenario, enter the
details for the first or most upstream server here. When you have finished the
Wizard to create the scenario, you can manually enter additional Replica
servers. See the topic, Add Additional Replica Servers (see page 167).

In the Port fields, accept the default port number (25000) or enter new port
numbers for the Master and Replica.

(Optional) If you want to gather statistics about the accurate bandwidth usage
and compression ratio benchmarking without actually replicating data, enable
the Assessment Mode option. If you select this option, no replication occurs,
but a report is provided after the assessment process is completed. For this
example, do not enable this option.
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@ﬂ Scenario Creation Wizard

+ ‘Welcome

%" Product Type

4+ Scenario Setup
4" Hosts
B Engine Verification
Master Directories
Replica Directories
Scenario Properties
Hosts Properties

Scenario Yerification

Run Scenario

(Optional) Enable Verify Arcserve RHA Engine on Hosts to verify whether the
Engines are installed and running on the specified Master and Replica hosts. If
Engines are not installed on the hosts you specified, you can use this option to
install the Engines on one or both hosts remotely. For this example, enable this
option.

Click Next.

The Hosts Verification screen opens if you enabled the option, Verify the
Arcserve RHA Engine on Hosts. The software verifies the existence and
connectivity of the Master and Replica hosts specified on the previous screen.
After connections are verified, the software checks whether an Engine is
installed on each host. If you log in to the Manager with different user
credentials than remote hosts, the Server Status is reported as Not Connected.
You are then prompted to enter User Credentials for each selected host.
Verification repeats after you do so.

=1 B3

Engine Yerification

The system automatically checks whether Arcserve BHA Engine is installed on the selected hosts.
To install an Engine on a host, select its check box and chck, Install.

Install On Hosts Server Status Current Yersion Logon Account Started E4-bit OS5 | Port |
I & 17216.233.15% Werifying...
[T & 17216.233.159 Werifying...

[ Tatal: |2 Selected: I 1] Success: |0 Errar: ID ] Izl | Werify Again |

Back. ek Finish Cancel
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From the Hosts Verification screen, check whether an Engine is installed on the
selected hosts using the Current Version column.

Do one of the following:

- If an Installed indication appears under the Server Status column in both rows,
you can move to the next page.

- If an Installed indication appears, but the version is different from the version
of the Control Service you are using, install the current version.

- If a Not Installed indication appears, install the Engine. Click Install to install the
Engine on the selected host. You can install the Engine on both hosts at once.
Click the servers and click Install.

After you click Install, you are prompted to enter the Arcserve RHA Engine
service account credentials:

—  For Replication scenarios, it is sufficient to be a Local Administrator (Local
System).

- For Clusters (Including replication scenarios), run under the same account
as the Cluster Service account.

—  For HA scenarios, run under an account with Domain Administrative
privileges in Active Directory environment or have local administrative
privileges in workgroup environment.

a. Wait while installation completes and the Engine version number appears in
the Current Version column.

b. Click Next.

The Master Root Directories screen opens.

This screen displays the directories and files on the Master server. These directories
and files are the data that can be replicated and protected. The software
automatically aggregates data with a common path into one directory.

When you select root directories for the Master and Replica, the character length of
the root directory and subdirectory names cannot not exceed 1024 bytes.

From the Master Root Directories screen, select the directories and files you want
to replicate from the Master to the Replica by clicking their check boxes. You can
exclude folders and files by clearing check boxes.

When you select a drive or directory on the left, the software displays its contents
on the right. For more information, see Filter Master Directory Files (see page 171).
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Replication of mount points succeeds only if those files were added to the Master
before the Engine began to run. If you included the mount points in the Master root
directories when the Engine was running, no error is reported but replication does
not start. In this case, restart the Engine to initiate replication.

7. Click Next. The Replica Root Directories screen opens.
Accept the default or type a new directory name.
8. Click Next. The Scenario Properties screen opens.

®5cenario Creation Wizard =]

Scenario Properties

The scenario properties are configured here. You can alzo configure these properties after the completion of the wizard steps.
The recommended default values are already listed. Before changing these values, please refer to the Arcserve BHA User Guide.

+ Welcome
* Pmducf Type Propery Walue
4" Scenario Setup General

& Hosts Replication

« Engine Verification Event Notification

" Master Directonies Report Handling

4" Replica Directaries

P Scenario Properties

Hoszts Properties
Scenario Yerification

Run Scenario

Back. et Finish Cancel
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+ Welcome

4" Product Type

+" Scenario Setup
4 Hosts
" Engine Verification
w4 Master Dirsctorias
" Replica Directories
" Scenario Properties
P Hosts Properties

Scenario Verification

Run Scenario

10.

11.

From the Scenario Properties screen, configure the properties that affect the entire
scenario. For this example, simply accept the defaults. These properties can also be
configured outside of the Wizard. For more information about configuring scenario
properties, see the topic, Configure Scenario Properties (see page 191). Click Next.
The Master and Replica Properties screen opens.

=lol |

Master and Replica Properties

The Master and Replica properties are corfigured here. You can also configure these properties after the completion of the wizard steps.
The recommended default values are already listed. Before changing these values, please referto the Arcserve BHA Administration
Guide.

Master Properties Value | Replica Properties Value
Host Connection Host Connection
Replilion Replication
BE spool Spool
Ewent Motification Recovery

Reports

Volume Snapshots Manage...

Scheduled Tasks
Ewvent Notification
Reports

4]

Cancel |

Back | Next | Finish |

From the Master and Replica Properties screen, configure the properties that are
related to either the Master or Replica hosts. For this example, simply accept the
defaults. For more information, see the topic, Configure Master or Replica Server

Properties (see page 204).

Review Spool Information before you change any Spool properties.
Click Next. Wait until the Scenario Verification screen opens.

The software validates the new scenario and verifies the parameters for a
successful replication. Once verification completes, the screen opens, displaying any
problems and warnings. The software permits you to continue even if warnings are
displayed. Resolve any warnings to for a proper software operation.

Click Next when all errors and warnings are resolved. The Scenario Run screen
opens.
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12. Running the scenario initiates the data synchronization process. Select Run Now to

start synchronization immediately or Finish, which saves the scenario configuration
and allows you to initiate synchronization later.

Note: Synchronization takes a while, depending upon your data size and network
bandwidth. Select Offline Synchronization if necessary. For more information, see
the topic, Synchronization Methods (see page 18).

If you select Run Now, the software notifies you when synchronization completes.
Now the real-time replication is operational and the replication scenario is active.

A synchronization report is generated. To view the report, see the topic, Viewing a
Report (see page 161).

Considerations for Creating the Arcserve D2D Scenario

When you select the Arcserve D2D as the scenario type, consider the following
limitations and recommendations:

When the D2D destination changes and you update the Arcserve RHA scenario with
the new destination, old sessions on Replica are lost after synchronization. The
sessions are lost because those old sessions do not exist on the new D2D
destination.

When the D2D destination is a local disk, verify that the Arcserve RHA spool is
configured to a volume which is not protected by Arcserve D2D. Otherwise Arcserve
D2D will backup the journal files stored in the Arcserve RHA spool.
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How to Create Arcserve Central Host-Based VM Backup Scenarios

Arcserve RHA lets you protect multiple backup files that are created by Arcserve D2D. To
protect multiple backup files, you need the Arcserve Central Host-Based VM Backup
server.

In the following setup, the Arcserve Central Host-Based VM Backup server works with
Arcserve D2D to back up multiple virtual machines. These backup files are stored on the
D2D hosts. To protect these backup files, the RHA Control Service connects with the
Central Host-Based VM Backup server and gets the D2D host details. The D2D host
stores the backup files. You can then select backup files that you want to protect and
create a scenario to replicate these D2D backup files.

The following diagram illustrates an installation setup having RHA, D2D, and Central
Host-Based VM Backup.

Central Host-Based VM VM Infrastructure
RHA Control Service Backup Server e

> S8
) Policies @@ E;;: Server 1
wm n-1
SI[

4

A7

A4

VITI 111
RHA Scenario

ESX Servern

Replica D2D Server

Synchronization

D2D Destination Host
Backup files are stored on this machine

Replica
Machine
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To protect multiple backup files (these files are created by Arcserve D2D), you create a
Central Host-Based VM Backup scenario. Specify the Arcserve Host-Based VM Backup
server credentials and select virtual machines from the D2D host server.

The following diagram illustrates the process to create a Arcserve Central Host-Based
Backup scenario.

VM Backup Scenarios

Administrator

Review the Prerequisities

Create the Scenario

Wearify the Scenario

Perform the following tasks to create a Arcserve Central Host-Based Backup scenario.

1. Review the Prerequisites (see page 57)

2. Create the Scenario (see page 57)

3. Verify the Scenario (see page 64)
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Review the Prerequisites

Create the Scenario

Make sure that you have reviewed the following prerequisites before you create the
Arcserve Central Host-Based VM Backup scenario:

You have Arcserve D2D installed and the backup environment is set up. For
information about Arcserve D2D, refer to the Arcserve D2D User Guide.

You have Arcserve Central Host-Based VM Backup (HBBU) set up and the Central
Host-Based VM Backup server can access D2D servers. For information about
Arcserve Central Host-Based VM Backup, refer to the Arcserve Central Host-Based
VM Backup User Guide.

You know how to create RHA file server scenarios.

You create the Central Host-Based VM Backup Integration scenario when you want to
replicate the Arcserve created backup files.

Follow these steps:

1.

Open the Manager. From the Scenario menu, click New or click the New button on
the Standard toolbar.

The Welcome screen of the Scenario Creation Wizard is displayed.
Select Create a New Scenario.

The Select Server and Product Type screen opens.

(©) Scenario Creation Wizard i || ﬁ

+ Welcome
P Product Type I you have an appropriate license key, exit the wizard by clicking Cancel and then click Help, Register.
Scenario Setup
Scenario Verification
Run Scenario

Select Server and Product Type
Select a licensed servertype, product type and a required task below. I the desired option is not listed. please do one of the following:

If you do not have an appropriate license key and you are interested in obtaining one, please contact your software provider,

Select Server Type

i Microsoft Dynamics CRM Server

B Microsoft Exchange Server _g Full System

i3 Oracle Database m Custom Application

&5 Microsoft SQL Server [ ARCserve D2D

¥l Microsoft IS Server ARCserve Central Host-Based VM Backup
3 Arcserve RHA Control Service

Select Product Type
(¥ Replication and Data Recovery Scenanio {DR)
™ High Availability Scenario (HA)
~

I Integrity Testing for Assured Recovery (AR}
Integration Options
& None

" ARCserve Backup

Back I Next Einish Cancel
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3. Select the following options and click Next.
a. Server Type: Arcserve Central Host-Based VM Backup.
b. Product Type: Replication and Data Recovery Scenario (DR).
c. Integration Options: None.

The Arcserve Central Host-Based Backup server credentials dialog opens.

ARCserve Central Host-Based VM Backup server configuration and user
credential:

I <IP address>

[ localhostiadministrator

|

@ HTTP
| 8015

58 Administration Guide



How to Create Arcserve Central Host-Based VM Backup Scenarios

Enter the Central Host server credentials and click OK. The server name is
populated based on what you enter in step 3.

The Arcserve Central Host-Based VM Backup Destination Host and Virtual Machine
Selection screen opens.

=T
ARCserve Central Host-Based VM Backup Destination Host and Virtual Machine Selection

Select the ARCserve Central Host-Based VM Backup Destination Host for the candidate Master Server, according to the discovered Virtual
Machines.

+ Welcome

o =] osoam= >
5 | Virtual Machine Name Policy Name Proxy Name vCenter/ESX
¥ > £ <hostname 2> 7 Bwmi> <Policy 1> <IP address> <IP address>

b Backup Destination Host I 8amz <Policy 1> <IPaddress>  <IP address>
Hosts V @ <vMm3> <Policy 2> <IP address> <IP address>

<IP address> <IP address>

Engine Verification

Master Directories

Replica Directories

Scenario Properties

Hosts Properties
Scenario Verification
Run Scenario

< | >
¥ Include Newly Created Virtual Machines
Check Al Uncheck All |

|7 n - - - 7} Back I Bext | Finish | Cancel | _;;i

Arcserve RHA connects to the Central Host-Based Backup server to get the policy
and display backup destination hosts and its virtual machines.
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Select the hostname and select virtual machines that you want to protect.

Include Newly Created Virtual Machines: Specifies that all sub folders in the main
host backup folder are replicated when you run this scenario. Any newly created
VM backup folders are also replicated. Only the folders for unchecked VMs are
excluded. Those folders are marked as excluded folders. If you do not select this
option, only the selected backup folders are replicated.

The backup files of the selected virtual machines are replicated when you run this
scenario. These are the backup files that are created by Arcserve D2D.

Enter the following Master and Replica details:
Scenario Name: Accept the default name or enter a unique name.
Master Hostname/IP: Automatically populated based your hostname selection.

Replica Hostname/IP: Enter the host name or IP address of the Replica server. This
server is the target server. Use the Browse button to find one.

Port: Accept the default port number (25000) or enter new port numbers for the
Master and Replica.

(Optional) Verify Arcserve RHA Engine on Hosts: Enable to verify whether the
Engines are installed and running on the specified Master and Replica hosts.
=

Master and Replica Hosts

Enter the hostname or IP address for both the Master (source) and Replica ftarget) hosts.
If the scenario will involve more than one Replica. add one Replica now, and manually add the other Replicas in the Scenario pane once
you completed the wizard steps

« Welcome

« Product Type [

« Scenario Setup Scenario Name | Fieserver 4
<« Backup Destination Host
P Hosts | Master Hostname/IP | <IP address> Pot | 25000
Engine Verification

Master Directories Replica Hostname/IP I Port | 25000
Replica Directories

Scenario Properties ™ Replicate to Cloud

Hosts Properties
Scenario Verification
Run Scenario

[ Assessment Mode

IV Verify Arcserve RHA Engine on Hosts

;ék I TeNE I Finish I Cancel

60 Administration Guide



How to Create Arcserve Central Host-Based VM Backup Scenarios

Click Next.

The Engine Verification screen opens.

The Hosts Verification screen opens if you enabled the option, Verify the Arcserve
RHA Engine on Hosts. The software verifies the existence and connectivity of the
Master and Replica hosts specified on the previous screen.

Click Next.

The Master Root Directories screen opens.

@ Scenario Creation Wizard

+ Welcome

+ Product Type

+ Scenario Setup
« Backup Destination Host
& Hosts
P Master Directories
Replica Directories
Scenario Properties
Hosts Properties

Scenario Verification

Run Scenario

- =10l x|

Master Root Directories

Choose the Root Directories on the Master host to be replicated, by selecting their check boxes.
To exclude content from being replicated, clear the sub-directory orfile check box.
Use the File Fiter to include or exclude files by entering wildcard characters (g.g. “tmp), and clicking Apply.

File Fiter
’7{‘ Nofiter ¢ Includefiles ¢ Exclude files

[*vvi “mrg Apply
5 Fec/

e C/ V<o £/
B-F<e E/
[~ (3 SRECYCLEBIN
=75 HBBUBackUp
V0 3x86+2sp2-1@ <IP Address>

Directories [ Fiter
) Directories Exclude files: *.vvl *mrg
[Z)E:/HBBUBack Up/2k 2x86+2sp2-1@"<IP Address>

Back I Next I Finish | Cancel | ik i

The RHA engine discovers the backup folders of the selected virtual machines.
These backup folders are automatically selected.

Note: These folders are the backup folders that are created by Arcserve D2D.
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When you select Include Newly Created Virtual Machines in the "Arcserve Central
Host-Based VM Backup Destination and Virtual Machine Selection" screen, the main
backup folder is selected for replication and the excluded folders are listed in the

filter pane.
1ol
Master Root Directories
Choose the Root Directories on the Master host to be replicated, by selecting their check boxes.
To exclude content from being replicated, clear the sub-directory or file check box.
Use the File Fiter to include or exclude files by entering wildcard characters {e.g. tmp). and clicking Apply.
« Welcome
o e File Fitter
W Scrvemio e C Nofiter " Includefles & Excludefies
+ Backup Destination Host o
= T
& Hosts I —
D Master Directories N Cwscy/
Gt s B[ e C/ I <oE/
ica Directories “wE:
Dk 3 ) B-Me E/
S [~ SRECYCLEBIN
Hoss Propetties o=
Scenario Verification
Run Scenario
Directories Fiter
=2 Directories Exclude files: *.vvl *mrg
EIEDE:/d2dbackup/New folder Excluded files/directories
138 Excluded files/directories
2R win20082-1@ <IP address 1>
R win2012-6@ <IP address 2>
| | Back I Mext I Einish | Cancel I Lk :
9. Click Next.

The Replica Root Directories screen opens.
10. Accept the default and click Next.

The Scenario Properties screen opens.
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11. Configure the properties that affect the entire scenario. For this example, simply
accept the defaults. These properties can also be configured outside of the Wizard.
For more information about configuring scenario properties, see Configure Scenario

Properties (see page 191).

12.

Click Next.

The Master and Replica Properties screen opens.

Master and Replica Properties

The Master and Replica properties are configured here. You can also configure these properties after the completion of the wizard steps.
The recommended default values are already listed. Before changing these values, please refer to the Arcserve RHA Administration

Guide.
i
Master Properties Value | Replica Properties Value |
#E) Host Connection #Z) Host Connection
Replication Replication
#&) Spool Spool
#E) Event Notification Recovery
#E) Reports Replication Delay off
Data Rewind o%
=D vol s SESe
Scheduled Tasks
Event Notification
Reporis
< (I | il [
ack | Next | Finish Cancel I o \

|1

13. Configure the properties that are related to either the Master or Replica hosts. For
this example, simply accept the defaults. For more information on how to configure
master and replica properties, see Configure Master or Replica Server Properties

(see page 204).
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14. Click Next.
The Scenario Verification screen opens.

The software validates the new scenario and verifies the parameters for a
successful replication. After verification completes, the screen opens, displaying any
problems and warnings. The software permits you to continue even if warnings are
displayed. Resolve any warnings if required.

15. Click Next when all errors and warnings are resolved.
The Scenario Run screen opens.
16. Select Finish.

The Arcserve serve Host-Based VM Backup scenario is successfully created. Now you can
run this scenario and back up virtual machine files that are created by Arcserve D2D.

Verify the Scenario

After the Arcserve Central Host-Based VM Backup scenario is created, the scenario is
listed on the RHA Manager, Scenario View. Verify that the scenario is listed in the
Scenario view with correct details.

Create a New File Server HA Scenario

Before you start this procedure, read the |P Redirection (see page 269) section and
perform the prerequisite steps necessary to protect your environment. If you decide to
use the Move IP redirection method, you must add a new IP Address to the Master NIC
before you create scenarios.

This procedure launches a Wizard that guides you through the steps required for HA
scenario creation. However, properties can also be configured outside of the wizard.
To create a new file server HA Scenario

1. Open Manager and choose Scenario, New or click the New Scenario button to
launch the wizard.

The Welcome dialog opens.
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2. Choose Create a New Scenario, select a Group from the list and then click Next.

The Select Server and Product Type dialog opens.

Select Server and Product Type

+ Welcome Select a licensed servertype, product type and a required task below. If the desired option is not listed, please do one of the following:
b Product T: If you have an appropriate license key, exit the wizard by clicking Cancel and then click Help, Register.
ype If you do not have an appropriate license key and you are interested in obtaining one, please contact your software provider.

Scenario Setup

Scenario Verification

Run Scenario _4f Microsoft Dynamics CRM Server
& Full System
£ Custom Application
[ ARCserve D2D

A 4RCsenve Central Host-Based WM Backup

& Replication and Data Recovery Scenario (DR)
" High Availability Scenario (HA)
" Content Distribution Scenario(CD)

™ Interity Testing for Assured Recovery (AR)
— Integration Options
i* None
" MRCserve Backup

Finish
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3. Choose File Server, High Availability Scenario (HA) and then click Next.

The Master and Replica Hosts dialog opens.

@3: Scenario Creation Wizard =] B3

Master and Replica Hosts

Enter the hostname or IP address for both the Master [source] and Replica [target] hosts.
If the zcenario will involve more than one Replica, add one Replica now, and manually add the other Replicas in the Scenario pane once
you completed the wizard steps.

+ ‘Welcome
4" Product Type
+ Scenario Setup Scenario Name I FileServer 1
P Hosts
Engine Yerification M aster Hosthame/ 1P I 172.16.233.158 Part W

Port | 25000

L
Master Directaries
Fieglien Diisataies RieplicaHostname/P [ 172.16.233.158 _l
Scenario Properties
Hosts Properties I~ Assessment Mode
Switchover Properties
Scenario Yerification ¥ erify Arcserve RHA Engine on Hosts

Run Scenario

Back eyt Finish Cancel
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@EScenario Creation Wizard

% ‘Welcome

4 Product Type

4" Scenario Setup
4 Hosts
I Engine Verification
Master Directories
Fieplica Directaries
Scenario Properties
Hosts Properties

Scenarnio Yerfication

Run Scenario

4. Type a Scenario Name, enter the Hostname or IP Address and Port number for both

Master and Replica servers, make sure the Verify Arcserve RHA Engine on Hosts
option is enabled (default) and click Next.

=
Engine Yerification
The system automatically checks whether Arcserve RHA Engine is installed on the selected hosts.
To inztall an Engine on a host, zelect its check box and chok, Irztall.
Install On Hosts Server Status Current ' ersion Logon Account Started E4-bit 05 | Port |
" 5 17216233158 Weiifying. .
[T & 1721623315 YWerifying...

Total: I 2 Selected: I 0 Success: |0 Errar: I 0 ] Inztall | Werify Again |

Back. | Texk | Finish | Cancel |

Wait for Engine Verification to complete and click Next. If required, click Install to
upgrade the Engine on one or both servers and Verify Again.

The Master Root Directories dialog opens, with a list of auto-discovered directories.
By default, nothing is selected. Expand folders and select the data you wish to
protect. Note that not all system files can be selected and are excluded by default.
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6. Click Next. The Replica Root Directories screen opens.

Accept the default root directory or type a new name.

7. Click Next. The Scenario Properties dialog opens.

®5cenario Creation Wizard

I[=] B3

Scenario Properties

+ Welcome

The scenario properties are configured here. You can also configure these properties after the completion of the wizard steps.
The recommended default values are already listed. Eefore changing these values, please refer to the Arcserve RHA User Guide.

4" Product Type

Fropery
+" Scenario Setup

Yalue

General
Replication
Event Motification
4 Master Directories Heport Handling
4" Replica Directaries

4 Hosts
4" Engine Yerific:ation

I Scenaro Properties

Hosts Properties

Switchower Properties
Scenarno Yernfication

Run Scenario

Back. I e

Finish

Cancel
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8. Scenario properties control the entire scenario. Accept the default values or set
new values as required. Click Next when done. These properties can also be
configured outside of the Wizard. For more information, see the topic, Configuring
Scenario Properties.

The Master and Replica Properties dialog opens.

®5cenario Creation Wizard =]

M aster and Replica Properties

The Master and Replica properties are configured here, You can also configure these properties after the comoletion of the wizard steps,
The recommended default values are already listed. Before changing these walues, please refer to the Arcserve RHA User Guide.

4 Welcome

Product T
Maoduclilvoe Master Properies Walue |

Replica Properies WYalue

4" Scenario Setup

Host Connection

Host Connection

4" Hosts Heplication Heplication
Engine Yerification Spool Spool
Master Directonies Event Notification Recovery

Scheduled Tasks
Event Motification
Reports

Reports

Scenario Properties

w
L4
%" Replica Directories
L
2

Hostz Properties
Switchover Properties
Scenario Yerification

Run Scenario

1

Back. I Mext | Finish I Cancel |

9. Master and Replica properties apply to only host servers. Accept the default values
or change values, as desired. Click Next.

Wait for the Switchover Properties dialog to retrieve information.
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10. Set the desired Network Traffic Redirection method, as described in the IP
Redirection section. Click Next.

The Switchover and Reverse Replication Initiation dialog opens.
®Scenario Creation Wizard !E

Switchover and Reverse Replication Initiation

The properties below control automatic switchover and automatic reverse replication.

" ‘wWelcome
4 Product Type

— Switchaver Initiation
+" Scenario Setup
A zwitchower can be initiated automatically if the baster zerver iz down or databaze failure detected. |t can alzo be manually initiated
Huosts by the administrator. [n both cases. a notification message is provided when a failure is detected.

Engine Yerification

Master Directories

Replica Directories & Switchover automatically
Scenanio Properties

: ' i
Hasts Properties Switchover manually

L s ¢ €<

Switchover Properties

Scenarnio Yernfication

— Reverse Replication |nitiation
Run Scenario
After a switchover, the scenario stops. Then, replication in the reverse direction can be initiated, either automatically or manually.

' Start automatically

% Start manually

It iz not recommended to set both of these options to autamatic in a production environment.

Back I Mgt | Finish | Cancel |

11. Choose the desired start options. For File Server scenarios, set reverse replication
initiation to manual. Automatic is not recommended. For more information, see
Switchover Considerations. Click Next.

Wait for Scenario Verification to complete.

12. If errors or warnings are listed, resolve them before continuing. When ready, click
Next.

The Scenario Run dialog opens.

13. Click Run Now to start synchronization and activate the scenario, or click Finish to
run the scenario later.
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Use Scenario Groups

Each scenario is assigned to a default scenario group called Scenarios. You can use this
group for all scenarios you create, or you can add new groups to organize your scenarios
according to your own criteria. Scenario groups are displayed on both the Manager and
the Overview Page.

In distributed server environments, in which several servers (database server,
application server, web front end server) comprise the environment, you must create
individual scenarios to protect all the servers in the deployment. If an Is Alive check
triggers a failover, only the affected server is failed over to its Replica. The resulting data
split, where some operations are applied to original Master servers and other
operations are applied to the Replica in the failed scenario, can introduce performance
issues.

Scenario groups let you manage related scenarios, such as those protecting all servers in
a distributed environment, as a single entity. For example, for end-to-end protection in
a distributed server environment, you may have a SQL scenario to protect the database
component, and several application-specific scenarios to protect application servers. A
scenario group lets you set switchover properties at the group level, instead of at
individual server levels.

For more information, see the topic, Enable Scenario Group Management (see page 74),
and the Operation Guide for the specific distributed server application.

Note: For SharePoint Server farms, scenario group creation is handled automatically. For
other distributed server environments (BlackBerry Enterprise Server, Microsoft
Dynamics CRM), you must manually create groups and scenarios.

Next Steps:

m  Create a Scenario Group (see page 72)

m  Enable Scenario Group Management (see page 74)

®  Run a Scenario Group

m  Stop a Scenario Group (see page 78)
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Create a Scenario Group

There are two ways to create a scenario group:

m  During the creation of a new scenario, through the Scenario Creation Wizard (see
page 46).

m  Before the scenario creation, through the New Group option, as described below.

Note: We recommend planning and creating the scenario groups you want to use in
advance. After you assign a scenario to a certain group, you cannot move it to another

group.
To create a new scenario group
1. From the Manager, click Scenario, New Group from the menu, or click the New
group g button on the Standard toolbar.
A New group folder is added to the Scenario pane.

2. You can change the group's name by right-clicking it and selecting Rename from the
pop-up menu, or by double-clicking the current name and entering a new name.

The new group name appears on the following places: the Scenario pane, the Group
drop-down list in the Scenario Creation Wizard, and the Overview Page.

Note: When no scenario is defined, empty scenario groups do not appear on the
Overview Page.
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Set Group Properties

Configure the group properties on the Arcserve RHA Manager Properties tab.

The group properties include:
Scenario Dependencies

Manages the interdependencies between scenarios. Usually a distributed
application has multiple components/roles/servers which are interdependent. Any
scenario can be configured to depend on one or more scenarios or multiple
scenarios can depend on a single scenario. These services can be handled by the
Scenario Dependencies property.

Switchover Settings

Manages the switchover setting in a distributed group. Some of the switchover
setting options include:

m  Switchover as a Group: If this option is set to On, the whole group (all the
scenarios) will be automatically switched over together in case one of the
scenarios is failed and ready to take switchover.

m  Failure Triggers Group Switchover: A single failure can trigger a group
switchover. By default, all scenarios can trigger group switchover, and you can
configure some light-weight scenarios to be set to Off.

m  Execute Scenario Switchover Settings: This option decides whether the scenario
should execute its own switchover settings.

Scenario Availability Sets

A distributed application might configure two or more servers to provide same
services to improve availability or performance. When one server is down, the
other servers are still working and can still provide the services. Scenario Availability
Set will be used when Arcserve RHA manages these servers/scenarios of that
distributed application.

If two scenarios are configured in the same Scenario Availability Set, the group
switchover is initiated only when both scenarios fail. This function is not invoked
when one of the options fail.

Note: The same group can have one or more Scenario Availability Sets, but one scenario
cannot be configured in two different sets.
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Enable Scenario Group Management

Scenario Group Management lets you manage related HA scenarios as a single entity.
Switchover can be configured so that when one server fails, all servers in the scenario
group switch over at once, alleviating the data split issue (see page 71). Scenario Group
Management applies only to high availability scenarios.

Note: For SharePoint Server Farm scenarios, group creation and central scenario
management are automatically enabled during scenario creation. For more information,
see the SharePoint Server Operation Guide. For all other distributed environments, you
must manually create the required scenarios, assign each to the same group, and enable
group management.
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To enable Scenario Group Management

1. From the Manager, right-click the name of the scenario group you wish to manage
centrally.

2.  From the short-cut menu, click Enable Scenario Group Management.

« | B Propettes
Property Yalue
: Soenaiia | smme | Pode | Saver | Mok |
£l > SharePoint Running HAZAR SharePaint §_.. Online
Hosts Changed | SertData | SertFiles | Recsived.. ! Received.. ! Insposl
= S ISLX0RWSPS07-1] 22722 MB| 142,86 ME] 49 - | on0Bytey
© S ISLXORWSP.. | 22713 M| [ | 14286 M8 44 0,00 Bytes
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£l [ SharePoint 1 Running HAZAR SharePaint §__. Online
: Hosts Changed | SentData | SertFiles | Received.. ! Received.. ! Insposl
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i e

Remove Crl+D
Enable Soenario Group Mgt
Disable Cerfdal Management

Save s

R

Import

Cr+E

Rename

Show Scenario Reports

D Sequency | Severity Host/Scenaiio Time Event

Evenls | Scenario Validation Resuits

A confirmation message appears. Click OK to continue.
3. Click the Properties tab and expand the Switchover Settings properties group.

4. If you want to switch over the whole group as a single entity, set the Switchover as
a Group property to On.

5. Expand the Failure Triggers Group Switchover property and set the value to On for
each scenario in the group that should trigger switchover when it fails.
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6. Expand the Scenario Availability Sets property. If all servers listed in this property
fail, the entire group switches over. Add the names of the scenario group that you
wish to monitor and then select the scenarios in that group that will trigger group
switchover.
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Run a Scenario Group

Before you can run a scenario group, Arcserve RHA performs a pre-run verification of
each scenario in the group and reports any errors or warnings. Each scenario in the
group must pass verification for the group to run.

For more information, see Running the Replication Process (see page 125).

To run a scenario group
1. When pre-run verification is successful, click Run Now to run the whole group.
The Run dialog opens.

2. Choose a synchronization method and click OK. By default, the synchronization
method for the group is set to use the method selected for each individual scenario
within it. Or, you may apply a method to all scenarios.

The status for all scenarios in the group changes to Running.
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Stop a Scenario Group

You must stop a group that is currently running if you want to add or remove scenarios.
To stop a group, you must stop all scenarios in that group. Click Stop on the Manager
toolbar for each scenario in sequence. There is no failure recorded by stopping
scenarios.

For more information, see Stop Replication (see page 128).

How to Use Templates

Templates are a powerful facility for customizing Arcserve RHA for your own
environment. Many applications allow the default values of individual parameters to be
modified. Examples might be the default font to be used in new documents in Microsoft
Word, or the default signature for new messages in a mail client application. Templates
take this idea one step further.

Rather than provide a method to modify a single, global default value, templates offer
the ability to create an entire scenario that can be used as the starting point for new
scenarios in the future. These special template scenarios contain all the parameters of
an actual scenario and all of them may be modified except those that clearly apply to a
specific, individual scenario (such as the host names of the Master and Replica servers).

The second important advantage of templates over a set of global defaults is that they
allow different sets of defaults to be created for different types of scenarios. For
example, the default values appropriate for your Exchange Server High Availability
scenarios are not identical to those for your File Server Replication scenarios. With
templates, you can create default settings and maintain them individually for each type
of scenario your IT environment needs.

Create a New Template

Templates are simple to create and use, and their creation process is basically similar to
the creation of a new scenario. However, because a template is not associated with any
actual servers, some values cannot be entered, such as the host names or IP addresses
of the Master and Replica servers. Also, while default folder paths can be entered on the
Directories tab, they must be typed explicitly rather than entered through a file
browser.

All the templates are automatically stored in the Templates folder on the Scenario pane.
This folder does not appear in the Scenario pane until at least one template is created.
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To create a new template

|
1. Open the Scenario Creation Wizard by clicking the New Q button on the Standard
toolbar, or selecting New from the Scenario menu.

The Scenario Creation Wizard opens.
[_[of=]

®5cenario Creation Yizard

Welcome to the New Scenario Wizald%

Thiz wizard will help you create a new scenario, sither from scratch or using a predefined template. [t may also be used to create new
templates. When the zcenario creation iz finizhed, you will be able to run the scenario.

P Welcome To exit the wizard and continue configuration manually from any step, click the Finish button.

Template Type

Template Setup
" Create a New Scenario

' Create a Mew Template
" Create a Mew Scenaria from & Template

Assign a Scenanio Group [select existing one or enter a new group name]

I Scenarios j

Back I Mext | Finish I Cancel

2. Select the Create a New Template option button, and click Next.
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+ Welcome

b Product Type
Scenario Setup
Scenaric Verification
Run Scenario

The Select Server and Product Type page opens.

Select Server and Product Type

Select a licensed servertype, product type and a required task below. If the desired option is not listed, please do one of the following:
If you have an appropriate licensze key, exit the wizard by clicking Cancel and then click Help, Register.
If you do not have an appropriate license key and you are interested in obtaining one, please contact your software provider.

il Microsoft Dynamics CRM Server
&L Full System

[ Custom Application

[ ARCsenve D2D

A 4RCserve Central Host-Based VM Backup

@ Replication and Data Recovery Scenario (DR)
" High Availability Scenario (HA)
" Content Distribution Scenario(CD)

I Integrity Testing for Assured Recovery (AR)

— Integration Options
@ None
" ARCserve Backup

Finish
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3. Select the required scenario options, and click Next.
The Template Name and Comments page opens.

®5cenario Creation Wizard =]

Template Hame and Comments

‘f'ou can define the name of the termplate. You can also add comments.

" Welcome

4 Template Type

" Template Setup
B Template Mame

Temlate Properties

; Template Name FileServer
Hosts Properties b I I

Template Comments I File Server scenanios created in Decembed

Back | Mext Finish Cancel

4. Provide a name and description for the template.

This name is the base for the default names of the scenarios that are created using
this template. The description appears on the Scenario pane as part of the
template's details and can help you identify the template configuration.
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@ Scenario Creation Wizard

4 Welcome

" Template Type

4" Template Setup
4" Template Name
B Temlate Propertias
Hosts Properties

5. Click Next. The Template Properties page opens.

-1o| x|

Template properties

The scenario properties are corfigured here. You can also corfigure these properties after the completion of the wizard steps.
The recommended default values are already listed. Eefore changing these values, please refer to the Arcserve RHA Administration Guide.

Property Value
General
Replication
Optional Settings
Event Notification
Report Handling

Back I Mext | Finish | Cancel |

6. From this step, the wizard pages are similar to the ones you use in creating a new
scenario (see page 46). Continue defining the template by following the wizard
instructions.

Create a New Scenario using an Existing Template

Creating a new scenario using a template saves you the need to separately configure
each required scenario. When you are using one of the existing templates, a new
scenario is created with all parameter values taken from that template.

Note: Scenarios cannot be created from a template until the template has been saved.
Changing parameter values in a template will not change the values of those parameters
in a scenario that was previously created from it.
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To create a new scenario using an existing template

1. Open the Scenario Creation Wizard by clicking the New =11 button on the Standard
toolbar, or selecting New from the Scenario menu.
The Scenario Creation Wizard opens.

2. Select the Create a New Scenario from a Template option button, and assign the
new scenario to a group. Then, click Next.

The Select Template page opens displaying a list of available templates.

®Scenario Creation Wizard !E

Select Template

Select template to create scenario from it

+" ‘Welcome
I Select Templete

Camments

Scenario Setup

Scenario Yerification

Run Scenario

Back. I Mext Finish Cancel

The available templates appear in this page.

3. Select the template that is best suited for your needs and click Next.
The Master and Replica Hosts page opens.

4. The default scenario name is the template name. You can either keep it or change
it.

From this step, the wizard pages are similar to the ones you use in creating a new
scenario (see page 46). Continue defining the new scenario by following the wizard
instructions specific to the application you are protecting. For more information,
see the appropriate Operation Guide.
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Managing Hosts that use a NAT Device

The RHA Control Service is responsible for the management of all scenario-related tasks.
The Control Service communicates with the RHA Engines on all hosts participating in a

scenario. When your network setup is such that the Master or Replica or both use a

Network Address Translation (NAT) device to connect to a public domain. In that case,

the Control Service cannot communicate with those servers. To enable RHA Control
Service to communicate with such servers, use the Arcserve RHA NAT utility. You
configure the NAT utility by providing the IP address and port details of the Control

Service and servers in the public domain.

The following diagram illustrates how the RHA Control Service communicates with

servers behind a NAT device.

Creating a Scenario for a Host behind a NAT Device

S S— Review Prerequisites

Administrator

A

Master
NAT Device

Configure and Run the NAT Utility on the Master

Provide the IP Detalils of the Control Service Machine and Replica

Control Service

Replica

A

Create a Scenario using the NAT Utility

Perform the following tasks to use the NAT utility:

m  Configure the NAT Utility (see page 85)

m  Create a Scenario using the NAT Utility (see page 85)
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Configure the NAT Utility

Configure the NAT utility on the Master server. Provide the IP address of the Control
Service and Replica to connect all hosts and the Control Service.

Follow these steps:

1.
2.
3.

On the Master server, navigate to the \CA\Arcserve RHA\Engine folder.
Locate and run the natutlgui.exe file to open the NAT Settings window.

Type the IP address and port number of the server where you have installed RHA
Control Service.

Click Add to type the IP address and port number of the Replica Engine.

Click OK to let the NAT utility verify the connection to the Control Service and
Replica. The status Connectable confirms the connectivity.

Note: To use the utility from the command line, use natutl.exe.

Note: If the Replica is using a NAT device, use the same process by configuring the NAT
utility on the Replica rather than the Master.

Create a Scenario using the NAT Utility

After you configure and test the connection from the NAT utility to the Replica and RHA
Control Service, create a scenario as described in Chapter 3: Creating Replication and
High Availability Scenarios.
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Chapter 4: Creating Replication and High
Availability Cloud Scenarios

This section contains the following topics:

Overview (see page 88)

Working with Arcserve RHA High Availability Cloud Scenarios (see page 91)

Working with Arcserve RHA Replication Cloud Scenarios (see page 92)

Navigating the Cloud View Panel (see page 94)

Configure the Web Proxy to Connect to the Cloud Service (see page 99)

Add a New Cloud Account (see page 100)

Change the Default AWS Region (see page 102)

Update Cloud Account Information (see page 102)

Delete a Cloud Account (see page 102)

Create a New EC2 Replica Instance (see page 103)

Start an EC2 Replica Instance (see page 109)

Stop an EC2 Replica Instance (see page 109)

Delete an EC2 Replica Instance (see page 110)

Create a New Full System EC2 High Availability Scenario (see page 110)

Create a New EC2 Data Replication Scenario (see page 118)

Run and Synchronize a Full System EC2 High Availability or Data Replication Scenario
(see page 122)

Performing Switchover for a Full System EC2 High Availability Scenario (see page 123)
Recovery Using an EC2 Failover Replica (see page 124)
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Overview

Overview

Effective with this release, you can replicate and provide application high availability in
the cloud. The Full System Data Replication/High Availability to EC2 feature is an
extension to the existing full system scenario type where Arcserve RHA enables
replication and high availability of an entire Windows system into a VM running on
Microsoft Hyper-V, Citrix Xen, or VMware ESX Hypervisor. The Full System Data
Replication/High Availability to EC2 feature extends the list of supported virtual
environments by adding support for Amazon EC2.

To create a full system HA or replication scenario with an EC2 replica, ensure the
following prerequisites are met:
®m  You must have an account with Amazon Web Services (AWS).

®m  You must have a configured VPC (Amazon Virtual Private Cloud) and have created
the VPN connection between the on-premises network (where the master servers
reside) and the VPC.

Note: More information about Amazon VPC is described on the Amazon website.

Sign up for Creat Create a Create a Attach VPN
Amazron cm' — Sleal = Customer —e VPN  —» Gateway to —
VPC Gateway Gateway Your VPC
Create a Configure Start EC2
VPN —# Customer — Instancein
Caonnection Gateway Your VPC

After these requirements are met, you replicate and provide application high availability
by performing these steps and using these features:

m  Use the Arcserve RHA Replication to Cloud option in the Scenario Creation Wizard.
- Register the AWS account and credentials in Arcserve RHA
— Retrieve the VPC ID associated to the account
— Decide the EC2 instance and launch it
- Remotely deploy the Arcserve RHA Engine
- Use Arcserve RHA as usual
m  New Arcserve RHA interface tab for cloud management (Cloud View).

— Shows list of managed AWS accounts, instances, snapshots, EBS volumes,
elastic IPs, security groups and so on.
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Overview

Full System EC2 Failover

For a Full System EC2 failover, the replica initiates the failover procedure if the master
server becomes unresponsive. During failover the following actions occur:

m A new EC2 recovery instance of the same major OS version and processor
architecture as the master is started using one of the predefined and supported
AMils. For example, if the Full System EC2 scenario protects a Windows 2008 x86_64
master server, then the Arcserve RHA appliance runs the new EC2 instance using
Windows 2008 x86_64 AMI (ami-90d420f9). The following public AMIs will be used
with the product:

- ami-9ed420f7—Windows 2003 x86_64 recovery instance (us-east-1
region)

- ami-98d420f1—Windows 2003 x86 recovery instance (us-east-1 region)

- ami-ea45b883—Windows 2008 R2 x86_64 recovery instance (us-east-1
region)

- ami-8bba8dff—Windows 2008 R2 x86_64 recovery instance (eu-west-1
region)

- ami-61b98e15—Windows 2003 x86_64 recovery instance (eu-west-1
region)

- ami-57b98e23—Windows 2003 x86 recovery instance (eu-west-1 region)

m  The boot EBS volume of the recovery instance is detached from recovery instance
and is attached to Arcserve RHA appliance.

m  The necessary drivers are copied from the recovery instance’s boot volume to the
replicated master’s boot volume, which is attached to the Arcserve RHA appliance.
Additionally the replicated master’s volume is mounted and the necessary registry
entries are created to enable the drivers that were copied inside the replicated
Windows image.

m  The boot volume of the original recovery instance is detached from Arcserve RHA
appliance and is deleted.

m  Replicated EBS volumes are detached from Arcserve RHA appliance and are
attached to the Full System EC2 recovery instance.

m  The Full System EC2 recovery instance is started.
m  All of the other standard failover steps are executed as usual. For example, if it is

enabled, DNS redirection is executed.

The following illustration represents a Full System EC2 scenario protecting an
on-premises server with two EBS volumes before failover occurs:
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Working with Arcserve RHA High Availability Cloud Scenarios

Working with Arcserve RHA High Availability Cloud Scenarios

The Full System High Availability to EC2 feature is an extension to the existing Full
System scenario type where Arcserve RHA enables high availability of an entire
Windows system into a VM running on Microsoft Hyper-V, Citrix Xen, or VMware ESX
Hypervisor. The Full System High Availability to EC2 feature extends the list of supported
virtual environments by adding support for Amazon EC2.

Using the Scenario Creation Wizard to create a Full System High Availability EC2 scenario
is the same as creating a non-cloud High Availability scenario, with the following
exceptions:

In the Master/Replica Hosts Assignments pane, after you have assigned the master
host, select the Amazon EC2 server type in the Replica Settings section. Select the
EC2 replica instance (appliance).

In the Master and Replica Properties screen, a new Cloud section is available. All of
the properties are read-only except the Clean up Cloud Resources When Remove
Scenario property that is disabled by default.

In the Switchover Properties screen, from a connectivity perspective, VPCis a
separate network and therefore the only redirection method that can be used for
switchover is Redirect DNS. Currently all of the redirection methods are disabled by
default, which means that during failover the EC2 replica appliance will create an
EC2 recovery instance without redirecting traffic to it. If traffic redirection is
required, then you have to enable the Redirect DNS option.

Notes:

m  The Physical Network Mappings option designates the VPC subnetwork where
the recovery instance will be started should Failover or Switchover occur. The
Scenario Creation Wizard creates default mapping, but you can change the VPC
subnets if needed.

m Information about available VPC subnets is retrieved by CS from the EC2 replica
appliance at scenario creation time. Then the EC2 replica appliance
communicates with the EC2 API server, which can change depending on the
VPC region in which it is located. This imposes the following requirements:

m  Appliance instances running in VPC should have access to the internet
(your network administrator should enable the corresponding routing
rules).

m  Appliance instances should have a proper DNS server set so the IP
addresses of EC2 API servers can be resolved.

m  For more information about creating high availability scenarios, see Creating
Replication and High Availability Scenarios (see page 45).
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Working with Arcserve RHA Replication Cloud Scenarios

The Data Replication to EC2 feature is an extension to the existing scenario types where
Arcserve RHA enables replication of an entire Windows system into a VM running on
Microsoft Hyper-V, Citrix Xen, or VMware ESX Hypervisor. This feature extends the list
of supported virtual environments by adding support for Amazon EC2.

Using the Scenario Creation Wizard to create a Data Replication EC2 scenario is the
same as creating a non-cloud Data Replication scenario, with the following exceptions:

m  In the Select Server and Product Type screen, Microsoft Hyper-V is currently not
supported for cloud-based replication scenarios.

®m  |n the Master/Replica Hosts screen, after you have assigned the master host, use
the Replicate to Cloud check box and click the Select Cloud Host button so you can
specify Amazon EC2 as the server, and select an EC2 replica instance (appliance).

m  |n the Master and Replica Properties screen, a new Cloud section is available. All of
the properties are read-only except the Shutdown Instance on scenario stop
property that is disabled by default.

Note: For more information about creating replication scenarios, see Creating
Replication and High Availability Scenarios (see page 45).
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Working with Arcserve RHA Replication Cloud Scenarios

Replicate to Cloud

You can now protect an on-premises server by replicating it to an Amazon Web Services
(AWS) cloud-based target. The Arcserve RHA Scenario Creation Wizard lets you create
and configure a VPC and a VPN connection between your on-premises network and a
cloud-based target.

On Premises Network Amazon EC2 Cloud

Cloud
Repository

Replication
€Is Alive chack

Master
Server

Amazon EC2 Cloud

C—

5
~

On Premises Network

C—
/
-
-~
.

Y C—
2
Failover
Master s Alive check X
Server

m  The Cloud Repository server is an EC2 instance with Arcserve RHA installed.

Recovery
Replica

m  The Recovery Replica is also an EC2 instance with the same disk layout as the
Master server. After the Recovery Replica is created, it is stopped. All volumes are
detached from it and attached to the Cloud Repository instance. Arcserve RHA
scenarios are created from on-premises Master servers to the exposed volumes on
the Cloud Repository.

m  [f Is-Alive fails and failover is triggered, the exposed volumes attached to the Cloud
Repository are attached back to the Recovery Replica. The Recovery Replica is then
started. Users are routed to this server until switchback occurs.
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Navigating the Cloud View Panel

The Cloud View panel lets you manage and monitor your EC2 instances and supports
multiple AWS accounts.

Note: If you need to manage EBS volumes, snapshots, Elastic IPs, security groups, and so
on, use the standard AWS management tools such as the AWS Management Console.

This panel provides the following options:

Cloud View

Displays the cloud accounts and instances. The Cloud View tab contains two panes.
The left pane displays the cloud accounts and instances, including instance, status,
key pair name, security group and IP address.

Bcenarin  Edit Events  Wiew Cloud  Tools Help
BFOEdp rEnElLl2RH) EEE L SRABER = @&
!-_?Q Scenario Yiew @ Snapshok Wigw QCSE Remaote Installer Monitor éﬁ.l Host Maintenance Monitar =
o :
=H A& E=1S East [Virginia)
1o i Instance M ame I Status Key Pair Mame I Security Group | IP
test2 appliance est2-keypair 182.198.53 69

- £7§-9%083819 1102-w2k8-x32 o' Stopped 102-keypan
- £Zi-bfddedd3 el0l_appliance ) Running elin 18219853112
- E7i-43457621 ata_2k3 x32 ) Running ata 182.198.53.99
- £7-bd4576d1 atall1_2k3r2_xb4 o Stopped ata0l
- £71-1d3b0871 bpul1 WinD8 x8... ' Stopped byul1
- £7-793a0919 bpul1 WinD8 x8... o Stopped byul1
- £7-713a091d XTE5ST1 o Stopped XTEST1
- £71-fb3f0ca97 test2 ' Stopped XTEST1
- £21-79211215 byul1 WinD3 x8._ ' Running byul1 182.198.53.93
- £7i-d32615bf byuD1 Win03 z6._. 2 Stopped byul1
- £%i-b1bd8edd d04-test W Stopped d04-keypair
- £2i-d7d9eSbb dol3-appliance ) Stopped doD3
- £%i-b1d4eddd dol3-appliance-2 .’ Bunning 182.198.53.90
- £7i-2f7h4343 176.16.1.13 TT ) Stopped
- &7 i-575c673b 176.16.1.137-64-in... ) Running 182.198.53.111
- £%i-c1cachad xiestd « Stopped xi0Z2-windr264
- £7}-b99a95d5 li_apphance_03... ..J Stopped guill-keypair
- F7-29627145 en_03-64_net la... ) Runnming en 03 182.198.53.113
- £2}-01b5a96d Build 2663 Master ... ) Stopped
- £7§-F74509b ¥ Running localization 182.198.53.100
- £71-85230e9 sull w2k3 #86... . Running gul1-keypair 182.198.53.37
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Navigating the Cloud View Panel

AWS Cloud Account

Displays the AWS statistics panel that provides the EC2 resource use summary for a
cloud account. This pane displays on the right when an AWS account entry is
selected in the left pane.

My Resources

Y¥ou are using the following Amazon EC2 resources:

a 9 Running Instances Q 0 Elastic IP

# 38 EBS Yolumes [ 38 EBS Snapshots
ﬂ 24 Key Pairs } 1 Security Groups
";l 0 Placement Groups

Chapter 4: Creating Replication and High Availability Cloud Scenarios 95



Navigating the Cloud View Panel

AWS Cloud Instance

Displays the AWS statistics panel with detailed information about an instance. This
pane displays on the right when a specific instance is selected in the left pane.

1D: i-f7eddhbob

AMI 1D: ami-Sadc283f

Mame: gudl appliance w2k =26
fone: us-east-1a

Security Groups:

Type: ml.smmall

Status: running

owner: 904411313395
¥YPC ID: vpo-21c862f3
Subnet ID: subnet-13986293
Virtualization: b

Placement Group:

Reservation: r-780bb115

RAM Disk ID:

Platform: windows

Key Pair Name: gull-keypair

Kernel ID:

Monitoring: hasic

AMI Launch Indesx: u}

IP: 1582,198.53.69

Root Device: Jtest/devl

Root Device Type: ehs

Block Devices: Ftest/dey l=vol-d6cs68be: attached: 2011-03-117T01:52:52.0002 :false
Lifecycle: normal

Public DNS:

Private DNS:

Launch Time: 2011-03-11T01:52:34.0002

State Transition Reason:
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Navigating the Cloud View Panel

AWS Cloud Watch
Displays additional instance statistics when the AWS Cloud Watch option is
enabled.
Time Bange:  |Last Hour j Refresh
Aug CPU Utlization [Percent] I
100
50
2Nz 212 212 212 22 2Nz
1:18 1:29 1:39 1:49 1:58 2:09
Awg Disk Reads [Bytas]
100
75
S0
25
212 212 212 212 212 212
1:19 1:29 139 1:49 159 209
Aurg Disk Writes [Bytes]
100
75
S0
25
212 212 212 212 212 212 u
1:189 129 139 1:48 1528 2:09
han Matwark In [Bytas)
S0
e
25000530
128000750 = = - = ’ .
1000 E
‘| | oI
@ AWS Cloud Instance l[[ﬂu &S Cloud Watch

Using the Cloud View panel activates the Cloud View Toolbar. Use the following options
on the Cloud View toolbar to help you easily manage your cloud accounts and instances:

QQ Add Cloud Account

Opens the Add Cloud Account dialog so you can create a new cloud account.

% Delete Cloud Account

Specifies to delete the selected cloud account.

Update Cloud Account

Lets you change cloud account information.
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Navigating the Cloud View Panel

Q Change Default Region
Lets you change the AWS default region.
@ Create New Instance
Opens the Instance Creation Wizard so you can create a new instance.
@ Delete Instance
Specifies to delete the selected instance.
@ Start Instance
Specifies to start the selected instance.
@ Stop Instance
Specifies to stop the selected instance.
@ Reboot Instance
Specifies to restart a stopped instance.
q’ Get Password
Lets you retrieve an instance password.
%) Refresh
Refreshes the cloud account and instances that display in the Cloud View.
‘er Configure Web Proxy Server

Lets you specify proxy information such as IP address, port, and user credentials so
that you can use a proxy to connect to the cloud service.
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Configure the Web Proxy to Connect to the Cloud Service

Configure the Web Proxy to Connect to the Cloud Service

If you want to use the Use proxy to connect to the cloud service option in the Add Cloud
Account dialog, you must first configure the Web proxy that you want to use to manage
EC2 resources.

To configure the Web proxy, click the Configure Web Proxy ‘!r toolbar button in the
Cloud View panel and enter web proxy setting information (such as server, port, and
user credentials). A test request is sent to the server to verify the proxy setting. Once
verified, the proxy setting is saved in the AWS account.

Configure Web Proxy >

—%'eb Proxy Setting

¥ Usea prowy zerver for Arcserve BHA to connect to Cloud Service.

Server |abcpraxy,abe.com Part: |5

r Prowy server requires authentication

I zer [Domains U zername]; I

Paszward: I

aE. Cancel
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Add a New Cloud Account

Add a New Cloud Account

To see and manage EC2 instances in the Cloud View panel, you must first add a new
cloud account using your AWS credentials.

To add a new cloud account

1. Click the Add Cloud Account button % on the toolbar.

The Add Cloud Account dialog opens.
Add Cloud Account

Cloud Provider; I.ﬂ'-.mazcun ECZ j

Cloud Account: I alexizitast cam

Aocezs Kep (D I b

Secret Access Keyw I RS
™ Use prawy o connect bo the cloud semnvize

ok Lancel
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Add a New Cloud Account

2. Enter information in the following fields:
Cloud Provider
Specifies the name of the cloud provider service.
Cloud Account

Specifies the cloud account; typically this is the email address you used to
register your AWS account.

Access Key ID

Lets you enter the access key ID for your AWS account.
Secret Access Key

Lets you enter the secret access key provided by your AWS account.
(Optional) Use proxy to connect to the cloud service

Lets you specify whether to use a Web proxy to communicate with the AWS
web services server. If you select this check box to enable this option, ensure
that you have first configured (see page 99) this proxy.

Note: The information required for these fields can be obtained from your AWS
account home page using the Security Credentials tab, as shown here:

There are three types of access credentials used to authenticate your reguests to AWS services: (a) access keys,
(b) ¥.509 certificates, and (c) key pairs. Each access credential type is explained below.

» Access Keys || [ %509 Certificates || % key Pairs

Use access keys to make secure REST or Query protocol requests to any AWS service APIL. We create one for
you when your account is created — see your access key below,

Your Access Keys

Created Access Key ID Secret Access Key Status
January 27, 2009 003KNRZ0D32SINAQEETZ Showy Active (Make Inactive)
October 11, 2010 ASETYBAGDIS2A92MNSKAS Show Active (Make Inactive)

Wiew Your Deleted Access Keys

For your protection, you should never share your secret access keys with anyone. In addition, industry best
practice recormmends frequent key rotation.

&) Learn more about Access Keys

3. Click OK.

The Add Cloud Account dialog closes. The cloud account displays in the Cloud View
panel as a registered cloud account, and it displays all of the EC2 instances that
belong to that account.
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Change the Default AWS Region

Change the Default AWS Region

In the Cloud View panel, you can select a different AWS region while you are managing
EC2 instances. To change the default AWS region, click the Change Default Region

button Q on the toolbar. In the Change Default Region dialog, select a different region

from the drop-down list. The Cloud View panel display is updated with the available
instances for the region you selected.

Update Cloud Account Information

You can update the credentials for a previously configured cloud account. For example,
if the Access Key ID and Secret Access Key were changed (a new pair was generated and
the previous pair was deactivated) using the Amazon Management Console, the AWS
account credentials must be manually updated. To update cloud account credential
information, select the cloud account in the Cloud View panel that you want to update

and click the Update Cloud Account button on the toolbar. Enter the new
credentials and click OK. The cloud account information is updated in the Cloud View
pane.

Delete a Cloud Account

You can delete a cloud account that you no longer use. To delete a cloud account, select
the cloud account in the Cloud View panel that you want to delete and click the Delete

Cloud Account button % on the toolbar. The cloud account is removed from the list in
the Cloud View panel.
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Create a New EC2 Replica Instance

Create a New EC2 Replica Instance

To use Arcserve RHA cloud capabilities for a Full System Data Replication or High
Availability scenario, you need to create an EC2 replica instance. Ensure the following
requirements are met before starting this procedure:

m  Amazon Web Services (AWS) account is created

m  The Amazon Virtual Private Cloud (VPC) is created and connected with the
on-premises network using VPN

Note: More information about Amazon VPC is described on the Amazon website.
m  The AWS account is registered in the Arcserve RHA Manager
Note: More information about EC2, including instance details and creating key pairs
(required for this procedure), is described in the Amazon EC2 user documentation on
the Amazon website.
To create a new EC2 replica instance
1. Select the Cloud View panel in the Arcserve RHA Manager.

Instances that you have already created display in the Cloud Accounts and Instances

list for the specified region. You can click the Change Default Region button Q on
the toolbar to specify a different default region.

2. Right-click the AWS account that you want to use, and select Create Instance.

The Instance Creation Wizard opens.
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Create a New EC2 Replica Instance

@ Instance Creation Wizard

[P Choose an AMI
Choosze Connection
Instance Details
Create Key Pair
Choose Security Group

Review

Choosze an AMI

Chooze an Amazon Machine Image [Abd1] from the lizt below. You may chooze only a wWindows Akl or Elastic Block.
Store [ EBS].

Higwing: IDwned By Me ;l

Akl D ‘ Mame Description | \
ami-055dba26e w2k31250vpn002

ami-1cbE5d75 wizk IR 2464 w2k 3R 264

ami-4acB83923 Win2003 Sp2 i386 Wwin2003 Sp2 i386

ami-30d420f9 wZkBRBE B4 recoveny_instance w2kBuBE_B4_recaoveny_instance
3] ' inztance || Ce
ami-Jed4 207 wzkIwBE_B4_recovery_instance w2k 38664 recoveny_instance

Back, I ek I : Einish I Cancel I s

Select an Amazon Machine Image (AMI) from the list in the Choose an AMI dialog
and click Next.

Note: You can only use EBS-backed Windows AMls.

The Choose Connection screen opens.
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Create a New EC2 Replica Instance

4. Specify the VPC subnet where you want to allocate the instance and click Next.

Note: The instance is automatically assigned a DHCP address from the IP range of
the subnetwork where it was allocated.

The Instance Details screen opens.

Instance Details

Praovide the details for pour instance(s]. EC2 Inztances let you pay far compute capacity by the hour with na long term
commitments. Thiz transforms what are commonly large fired cozts into much smaller variable costs,

Mumber of Instances: I 1

Aveailability Zone; Ius.eagt-'l a j
Iristance Type: | Small (m1.small 1.7 GB) =l
Instance Mame: ItESt—U1

Back | Mext Finish Cancel

Chapter 4: Creating Replication and High Availability Cloud Scenarios 105



Create a New EC2 Replica Instance

5. Specify the number of instances, Availability Zone, and Instance Type and click Next.
The instances let you pay for compute capacity by the hour with no long-term
commitments so that large fixed costs are transformed into much smaller variable
costs.

The Create Key Pair screen opens.

Create Key Pan

Public/private key pairz allow pou to securely connect ta your instance after it launches. To create a key pair, enter a
name and click. Create Key Pair. vou will then be prompted to zave the private key to pour computer. Mote: pou only
need to generate a key pair ohce - not each time pou want to deploy akn Amazon EC2 instance.

% Choose from your existing Key Pairs

f'our exizting Key Pairs:

" Create a new Key Pair

Enter a name for your key pair:

Click to create your key pair Create your Key pair

= Proceed without a Keyw Pair MOTE:ou will nat be able to connect
to thiz instance unless pou already
know the pazsword built in to thiz Ak,

Back. ek Einish Cancel
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Create a New EC2 Replica Instance

6. Select an existing key pair or create a new key pair to securely connect to your
instance after it launches. If you create a new key pair, you are prompted to save
the private key to your computer. Click Next.

Note: You only need to generate a key pair once, not each time you want to deploy
an instance.

The Choose Security Group screen opens.

Choosze Security Group

Securty groups determing whether a netwark, port i open or blocked on your instances. You may use an existing
gecurty group.to allow access to pour instances wzing the suggested ports below. Add addional ports row or update
wour gecunty group angtime using the Secunty Groups page. All changes take effect immediately.

¥ Chooze one or more of vour existing Security Groups

Security Groups:

Back, Mexk Finish Cancel
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Create a New EC2 Replica Instance

7. Select a security group and click Next.
The list shows a list of existing security groups.

The Review screen opens.

Review
Pleasze review the information below, then chick Finish.
Review
AMI D armi-48d420M
AMI Name w2k3IBE_recovery_instance
Description wi2k3IBE_recovery_instance
Instance Mame: test-01
Humber of Instances: 1
Availability Zone: us-eask1a
Instance Type: Srmall im1 . small 1.7 GB)
Key Pair HName 999
VYPC Subnet 192.163.24.0051
Back, Tierck Einish Cancel
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Start an EC2 Replica Instance

8. Review the information you have specified and click Finish.
The instance is created and you will receive a default password.
Notes:

m  The Cloud View panel only allows creation of VPC-based instances. You cannot
allocate an instance outside VPC, so VPC configuration is mandatory.

m  You can create non-VPC instances (public instances) using the AWS
management tools (in the AWS Management Console). These public instances
will be displayed in the Cloud View panel. However, those instances will not be
available in the Scenario Creation Wizard because the wizard only supports
“private to private” scenarios, or replication from a private on-premises
network to VPC.

m  You can filter resource browsing by selecting different regions. There are seven
regions available to AWS users: EU West (Ireland), US East (Virginia), US West
(N. California), US west (Oregon), South America (Sao Paulo), Asia Pacific
(Tokyo), and Asia Pacific (Singapore). Currently AWS only allows creation of one
VPC per AWS account. Every VPC may have several subnetworks associated
with it (you select the subnetwork ID when the instance is allocated). The
subnetwork may reside in one of the four regions. If you want to allocate an
instance in a specific subnetwork, then you should first select the
corresponding region in the Change Default Region drop-down, however, note
that RHA only supports five regions: US East (Virginia), EU West (Ireland), Asia
Pacific (Tokyo), Asia Pacific (Sydney), and South America (Sao Paulo).

Start an EC2 Replica Instance

To start an EC2 instance in the Cloud View panel that was stopped, select the EC2

instance that you want to start and click the Start Instance button @ on the toolbar.
The status of the selected EC2 instance in the Cloud View panel changes from Stopped
to Run Pending, and finally to Running.

Stop an EC2 Replica Instance

To stop (shut down but not remove) an EC2 instance in the Cloud View panel that is no
longer used, select the EC2 instance that you want to stop and click the Stop Instance
button @ on the toolbar. The status of the selected EC2 instance in the Cloud View
panel changes from Running to Stopped.
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Delete an EC2 Replica Instance

To delete an EC2 instance in the Cloud View panel that is no longer used, select the EC2

instance that you want to delete and click the Delete Instance button @ on the toolbar.
The deleted EC2 instance is removed from the instance list in the Cloud View panel.

Create a New Full System EC2 High Availability Scenario

You can create a Full System EC2 High Availability scenario and replicate an entire
on-premises Windows system into offline EBS-backed Windows AMIs that will be
brought online should the master server fail. This procedure launches a Wizard that
guides you through the steps required for High Availability scenario creation. However,
properties can also be configured outside of the wizard.

To create a new full system EC2 High Availability Scenario

1. Open the Manager and choose Scenario, New or click the New Scenario button to
launch the wizard.

The Welcome screen opens.

2. Choose Create a New Scenario, select a Group from the list and then click Next.
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The Select Server and Product Type screen opens.

Select Server and Product Type

& Welcome Select a licensed servertype, product type and a required task below. If the desired option is not listed, please do one of the following:
P Product T If you have an appropriate licensze key, exit the wizard by clicking Cancel and then click Help, Register.

ype If you do not have an appropriate license key and you are interested in obtaining one, please contact your software provider.
Scenario Setup
Scenarie Verification
Run Scenario

il Microsoft Dynamics CRM Server
&L Full System

[ Custom Application

[ ARCsenve D2D

A 4RCserve Central Host-Based VM Backup

@ Replication and Data Recovery Scenario (DR)
" High Availability Scenario (HA)
" Content Distribution Scenario(CD)

I Integrity Testing for Assured Recovery (AR)
e @
* None
" ARCserve Backup

Finish

3. Choose Full System, High Availability Scenario (HA) and then click Next.
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+ Welcome

% Product Type
Scenario Setup
Scenario Yerification

Run Scenario

@ Scenario Creation Wizard =] B3

[~ Master Setting

The Master and Replica Hosts screen opens.

Master and Replica Hosts

Enter the hostname or IP address for the Master (source) host.

Enter the hostname or IP address for Virtual Platform host which hosts virtual machines. [Not applicable for Hyper-V scenarios)

Enter the hostname or IP address for the Appliance host which is one of virtual machines hosted by Virtual Platform and with ARCserve RHA
Enagine installed.

Scenario Name

| Fulsystem

Master Hostname/IP

[ | Por [ 25000

— Replica Setting
Server Type

Yirtual Platform Hosthame/|P

l ec2.amazo

- | Port l 443 ¥ SSL Connection
Appliance Hostname/IP

l _J Port l 25000 [T Use Control Service DNS Settings

™ Assessment Mode

[V Verify Arcserve RHA Engine Hosts

Back I Mext I Finish I Cancel

4. Do the following in the Master and Replica Hosts screen:

a. Type a Scenario Name and enter the Hostname or IP Address and Port number
for the Master server.

b. Specify Amazon EC2 as the Replica server.

c. Specify the EC2 replica instance (appliance). Click the _I button to browse
for and select the AWS account and EC2 replica instance (appliance).

The Cloud Instance Selection dialog opens.

d. Select the AWS account, cloud replica (appliance), and region and click OK.

e. Select or clear the Use Control Service DNS check box as needed. Selecting this
check box applies the DNS settings from the Control Service server to the EC2
replica instance (appliance) host.

f.  Ensure the Verify Arcserve RHA Engine on Hosts option is enabled (default) and
click Next.
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(@) Scenario Creation Wizard

+" Welcome

% Product Type

4" Scenario Setup
4" Hosts
B Engine Verfication
Master Directories
Replica Directories
Scenario Properties
Hosts Properties

Scenario Verification

Run Scenaric

The Engine Verification screen opens.

=1
Engine Verification
The system automatically checks whether Arcgerve RHA Engine iz installed on the selected hosts.
To install an Engine on a host, select its check box and click Install.
Instzall On Hosts Server Status Current Version Logon Account Started B4-bit 05 Port

Installed 16544108 Local System

Total: |1 Selected: I'I Success: |'| Error: |0 ] Install | Refresh |

Info: I Host: 10 x0¢xx.59 Status: Installed (version 16.5.4 4108) Show log

Back | Mext I Finish I Cancel |

Wait for Engine Verification to complete and click Next. If required, click Install to
upgrade the Engine on one or both servers and Verify Again.

The Volume Setting screen opens.

Select one or more volumes for the physical machine you want to protect and click
Next.

The Scenario Properties screen opens.

Accept the default values or set new values as required and click Next when you are
done.

Note: Scenario properties control the entire scenario. These properties can also be
configured outside of the Wizard. For more information, see Configuring Scenario
Properties (see page 191).

Note: The Network Adapter Mapping dialog opens if there are more than one
replica network adapters.
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(@ Scenario Creation Wizard

+ Welcome
+" Product Type
4" Scenario Setup
" Host
W Volume Setting
" Scenario Properties
B Hosts Properties
Switchover Properties
Scenario Yerification

Run 5cenario

The Master and Replica Properties screen opens.

M= E3

The Master and Replica propertizs are configured here. 'ou can alzo configure these properties after the comoletion of the wizard steps.
The recommended default values are already listed. Before changing these values, please refer o the Arcserve RHA Administration

Guide.

Master and Replica Properties

haster Properies

Walue |

Replica Properties Yalue

Host Connection
Replication
Spool

Event Notification
Reports

#EHost Connection
Heplication

#E) virtual Machine
Spool

#El cloud
Hecovery

#&) 5cheduled Tasks
#El) Event Notification
Hepoﬂs

Banck I’T‘

Einish Cancel
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Master and Replica properties apply only to host servers. Accept the default values
or change values as needed and click Next.

Note:

m  All Cloud Replica properties are read-only except for the Cleanup Cloud
Resources When Remove Scenario property, disabled by default.

m  General purpose (SSD) volume, provisioned IOPS (SSD) volume, and magnetic
volume can be selected as the EBS volume type.

m  EBS volume encryption can be enabled for the specified EC2 instance types. For
more information on the supported EC2 instances types, refer the following
link:
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/EBSEncryption.html.

m  Network mapping must be assigned for Assure Recovery, otherwise the assure
recovery will fail.

To modify the network mapping, expand the Physical Network Mappings option
under Virtual machine.

20} Properties - 1 X
Replica (Stand-by) Properties E‘
Property Value il

B @ Host Connection
] @Replicalinn
’@V\ﬂua\ Machine
=2 EIV\rlua\ Platform Setting Click here to editvirtual platform setting...

= \ﬁrlual Machine Setting
ECE Instance Type ma3.medium
Vinual Machine Name WM Mame
EBS Volume Encryption On
ElAssured Recovery Network Adapter Mapping Metwork mapping assigned
High Availability Network Adapter Mapping MNetwork mapping assigned
=) Spool
&) Cloud
= @ Recovery
= @Vﬂ\ume Snapshots Management Properties
&) Scheduled Tasks v
< m >

Pravide the type of Amazon EBS volume, refer to this link:
http://docs.aws.amazon.com/AWSEC 2/l atest\Windows Guide/EBSVolumeTypes . html

[T Root Directories Properties ﬁ High Availability Properties
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10.

11.

Click “Assured Recovery Network Adapter Mapping” or “High Availability Network
Adapter Mapping”.
The Network Adapter Mapping dialog opens.

Flease set network mappings between master adapter and replica adapter.

Fieplica Network Adapter
e | 172.178.51.0/26 -

Master Metwork Adapter
» | WMware Accelerated AMD PCHet Adapter

172.178.51.64/26
172178.51.128/26
<Empty adapter>

— Master Adapter Infarmation

B

1~ Replica adapter setting method I

Flease select the method to zet the target adapter configuration. |f the master adapter iz in

Whiware Accelerated AMD DHCF mode, the only option available & “Apply master adapter information'.

FLCHet Adapter

= Apply master adapter infarmation

DHCP Enabled {7 Customize adapterinfarmation

ez
IP Address
177 66.1.52 IP Settings  DNSEWINS |
Subnet Mask —DNS
255.255.255.0
Gateways DNS IP Address . Add
177.66.1.1
DNS Server DNS Server | Remave |
i |5, 17766175

2 1778617
i Mate
Current source adapter's is "DHCP" mode. [ Wins
Only "Apply master adapter information™ - - ,—
method can be selected ta set target FpEE s ERC -
adapter

Secondary "Winz T E s

oK | Lancel I

Set network mapping between the master adapter and the replica adapter and click
OK.

The Master and Replica Properties opens.

Click Next.

The Switchover Properties screen opens.

Expand the Switchover property and enter the Switchover Hostname.

Expand the Hosts property and enter the Master Fully Qualified Name and Replica
Fully Qualified Name.

Expand the Network Traffic Redirection property and specify redirection options,
including Redirect DNS, DNS Servers IPs, and Master IPs in DNS.

Note: When you set the Redirect DNS option to Off, you can also specify a value for
the Virtual Machine IPs on Replica server in DNS option. If the Redirect DNS
property value is On, then the Virtual Machine IPs on Replica server in DNS option
will not display in the list.
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@Scenario Creation Wizard

+ Welcome
4" Product Type
4" Scenario Setup
" Host
" Yolume Setting
4" Scenario Properties
4" Hostz Properties
B Switchover Properties
Scenario Verification

Run Scenario

The Switchover and Reverse Replication Initiation screen opens.

I [=] E3

The properties below contraol automatic switchaver and automatic reverse replication.

Switchover and Reverse Replication Initiation

i Switchover Initiation

A switchover can be initiated automatically if the Master server is down or database failure detected. |t can also be manually initiated
b the administrator. In both cases, a notification message is provided when a failure is detected.

& Switchover automatically

B_:ack l | Mext | Einish | Cancel I

12

13.

14.

. Select a switchover option. Automatic is not recommended. For more information,

see Switchover (see page 259). Click Next.
Wait for Scenario Verification to complete.

If errors or warnings are listed, resolve them before continuing. When ready, click
Next.

The Scenario Run screen opens.

Click Run Now to start synchronization and activate the scenario, or click Finish to
run the scenario later.
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Create a New EC2 Data Replication Scenario

You can create an EC2 Data Replication scenario allowing EC2 instances specified in the
Scenario Creation Wizard to be used as Replica servers. This procedure launches a
Wizard that guides you through the steps required for Data Replication scenario
creation. However, properties can also be configured outside of the wizard.

To create a new EC2 Data Replication scenario

1. Open the Manager and choose Scenario, New or click the New Scenario button to
launch the wizard.

The Welcome screen opens.

2. Choose Create a New Scenario, select a Group from the list and then click Next.

The Select Server and Product Type screen opens.

@ Scenario Creation Wizard

+" Welcome

P Product Type
Scenario Setup
Scenario Verification
Run Scenario

—[0/x]

Select Server and Product Type

Select a licensed servertype, product type and a required task below. I the desired option is not listed, please do one of the following:
If you have an appropriate license key, exit the wizard by clicking Cancel and then click Help, Register,
If you do not have an appropriate license key and you are interested in obtaining one. please contact your software provider,

Select Server Type

B File Server idi Microsoft Dynamics CRM Server
JB Microsoft Exchange Server g Full System

tiﬁ Oracle Database m Custom Application

{4 Microsoft SQL Server (B8 ARCserve D20
r_ﬂ Microsoft 115 Server ARCserve Central Host-Based VM Backup

4% Arcserve RHA Control Service

Select Product Type
% Replication and Data Recovery Scenario (DR}
" High Availability Scenario (HA)
~

I Integrity Testing for Assured Recovery (AR}
Integration Options
& None

(™ ARCserve Backup

Back I Next | Finish | Cancel |

Select the Server Type and select Replication and Data Recovery Scenario (DR) and
click Next.

Note: Microsoft Hyper-V is not currently supported for cloud-based data

replication.
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@ Scenario Creation Wizard

+" Welcome

4" Product Type

4" Secenario Setup
B Hosts
Engine Verfication
Master Directories
Replica Directories
Scenario Properties
Hosts Properties

Scenario Verification

Run Scenario

The Master and Replica Hosts screen opens.

=10/ x|

Master and Replica Hosts

Erterthe hostname or IP address for both the Master {source) and Replica {arget) hosts.
If the scenario will involve more than one Replica, add one Replica now, and manually add the other Replicas in the Scenario pane once

you completed the wizard steps.

Scenaric Name I FileServer 1

Replica HostnamelIP I

Master Hostname!IP Imaster_hostﬂ‘l |

I” Replicate to Cloud

I” Assessment Mode

¥ Verify Arcserve RHA Engine on Hosts

Back |

Select Cloud Host

MNext | Finish I Cancel |

Type a Scenario Name and enter the Hostname or IP Address and Port number for
the Master server. Specify Amazon EC2 as the Replica server. Select the Replicate to
Cloud check box and then click the Select Cloud Host button to specify the EC2
replica instance (appliance). Make sure the Verify Arcserve RHA Engine on Hosts

option is enabled (default) and click Next.

The Cloud Instance Selection dialog opens.

Enter the Cloud Provider, Cloud Account, and Region information and click OK.

Note: Click the Refresh button to refresh the list of instances.
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The Engine Verification screen opens.

OscemoCatontzrd

Engine Verification
+ Welcome The system automatically checks whether Arcgerve RHA Engine iz installed on the selected hosts.
+ Product Type To install an Engine on a host, select its check box and click Install.
4" Scenario Setup
4" Hosts
B Engine Verfication Instzall On Hosts Server Status Current Version Logon Account Started B4-bit 05 Port
Master Directories M = 10xxxx53 Installed 16.5.4.4108 Local System Ye 25000
Replica Directories
Scenario Properties
Hosts Properties
Scenario Verification
Run Scenaric

Total: |1 Selected: I'I Success: |'|

Infor | Host: 100030059 Status: Installed (version 16.5.4.4108)

Finish

4. Wait for Engine Verification to complete and click Next. If required, click Install to
upgrade the Engine on one or both servers and Verify Again.

The Volume Setting screen opens.
5. Enter information and click Next.
The Scenario Properties screen opens.

6. Accept the default values or set new values as required and click Next when you are
done.

Note: Scenario properties control the entire scenario. These properties can also be
configured outside of the Wizard. For more information, see Configuring Scenario
Properties (see page 191).
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(@ Scenario Creation Wizard

+ Welcome
+" Product Type
4" Scenario Setup
" Host
W Volume Setting
" Scenario Properties
B Hosts Properties
Switchover Properties
Scenario Yerification

Run 5cenario

The Master and Replica Properties screen opens.

M= E3

Guide.

Master and Replica Properties

The Master and Replica propertizs are configured here. 'ou can alzo configure these properties after the comoletion of the wizard steps.
The recommended default values are already listed. Before changing these values, please refer o the Arcserve RHA Administration

haster Properies Walue

Replica Properties Yalue

Hoszt Connection
Replication
Spool

Event Notification
Reports

Host Connection
Replication
Virtual Machine
Spool

Cloud

Recovery
Scheduled Tasks
Event Notification
Reports

Back

Einish | Cancel |

I Mext

7. Master and Replica properties apply to only host servers. Accept the default values
or change values as needed and click Next.

Note: All Cloud Replica properties are read-only except for the Shutdown Instance
on Scenario Stop property, disabled by default. For more information see Cloud

Properties (see page 218).
8. Click Next.

Wait for Scenario Verification to complete.

9. If errors or warnings are listed, resolve them before continuing. When ready, click

Next.

The Scenario Run screen opens.

10. Click Run Now to start synchronization and activate the scenario, or click Finish to

run the scenario later.
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Run and Synchronize a Full System EC2 High Availability or Data
Replication Scenario

After you create a scenario, you need to run it to start the replication process. A
previously created Full System EC2 High Availability or Data Replication scenario is
executed as any other Arcserve RHA scenario, with the following exceptions:

m  For every replicated master volume the Arcserve RHA appliance creates and
attaches an EBS volume of the same size.

m  Every replicated master volume is initially synchronized with its corresponding EBS
volume on the Arcserve RHA appliance (you can select volume, block or file
synchronization).

m  The replication flow is unified for all Full System scenarios (replication is at file
system level, and file system changes are applied to the mounted EBS volumes).

Note: For information about the replication process, see Running the Replication
Process (see page 125).
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Performing Switchover for a Full System EC2 High Availability Scenario

For a Full System EC2 High Availability scenario, you can execute one of the following
methods if the master server becomes unresponsive:

®  Manual switchover

m  Automatic failover

Switchover can be triggered automatically by Arcserve RHA when it detects that the
Master is unavailable (failover). Alternatively, Arcserve RHA can simply alert you to the
problem, and then you can manually initiate switchover from the Manager. Once
triggered, whether manually or automatically, the switchover process itself is fully
automated.

You select manual switchover, otherwise, if the automatic failover option is enabled and
the master server is unresponsive, automatic failover occurs. The switchover process for
a Full System EC2 High Availability scenario is identical to non-cloud scenarios, with the
following exceptions:

m  The EC2 RHA Appliance runs and puts the Failover EC2 instance into a Stop state
using the AMls prepared previously (Arcserve RHA provides four public AMIs). The
Failover EC2 instance is instantiated from the AMI of the same major operating
system version and processor architecture (W2K3 or W2K8 and x86 or X86_64).

m  The boot volume of the Failover EC2 instance is detached and attached to the EC2
RHA appliance.

m  Xen driver injection into the replicated volume is performed.
m  Xen drivers from the original boot volume of the Failover replica are copied.

m Thedriver injection routine, which mounts and changes the registry on the
replicated master volume, is executed.

m  The original Failover EC2 Instance boot volume is detached and deleted from the
machine from which the Xen drivers were copied.

m  The master’s replicated volumes are detached and then attached to the Failover
EC2 Instance.

m  The Failover EC2 Instance is started.

Note: For more information about switchover, review the topics in Switching Over and
Switching Back (see page 245).
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Recovery Using an EC2 Failover Replica

If you replicated your on-premises system to an EC2 replica instance and either manual
switchover or automatic failover occurred, you can perform data recovery using the EC2
failover replica instance:

m  Replicate the Full System EC2 instance to another virtual environment (such as the
on-premises Xen/Hyper-V/ESX or to another EC2 RHA appliance)

m  Restore individual data sets using the File System replication scenario
The recovery process using an EC2 failover replica is identical to non-cloud scenarios,
with some differences. When switchover or failover occurs and a new EC2 failover

instance is started, a backward replication scenario with the EC2 appliance as the new
master and the on-premises host as the new replica is created:

®  An automatic or manual backward scenario is run, which allows only block and file
level synchronization.

m |t excludes Windows system files from synchronization/replication.

m  Lets you change replication directories/registry hives before the backward scenario
is run.

m  The registry is replicated.

Note: For information about the recovery process, see Recover Lost Data from a Replica
(see page 238).
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This section contains the following topics:

Initiate Replication (see page 125)

Stop Replication (see page 128)

Synchronize Master and Replica Servers (see page 129)

Host Authentication (see page 137)

Close and Open the Manager during Replication (see page 143)
Suspend Replication (see page 143)

Running a Scenario in Assessment Mode (see page 147)

Initiate Replication

After you create a scenario, you need to run it to start the replication process. Normally,
before data changes on the Master can be replicated on the Replica, the Master and the
Replica need to be synchronized. Therefore, the first step in initiating replication is
synchronizing the Master and Replica servers. After the servers have been synchronized,
online replication starts automatically, continuously updating the Replica with all of the
changes that occur on the Master.

Arcserve RHA allows simultaneous synchronization and replication. In this case, the
servers are synchronized while files are in use and being updated. All of these changes
that occur on the Master are captured and held in a spool. After the synchronization is
complete, the replication starts and the changes are updated on the Replica.

Note: In order for the replication process to succeed, verify that the user under which
Engine is running has Read permissions on the Master, and Read and Write permissions
on each replication root directory and included files, and on all participating Replica
hosts.

To initiate replication

1. From the Manager, select the scenario you want to run.

2. Torun the scenario, click Run ﬂ on the Standard toolbar.

Arcserve RHA verifies the scenario before running it.
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If the scenario was not set up correctly or problems occurred in the participating
hosts, errors are reported on the Event pane.

Be aware of the following:

m If any errors are displayed, you cannot run the scenario. These errors must be
corrected before you can start the replication process.

m  Replication of mount points will succeed only if those were added to the
Master before the Engine was started. If you included the mount points in the
Master root directories when the Engine was already running, no error is
reported but the replication does not start. In this case, you need to restart the
Engine on the Master before initiating replication.

This rule also applies to the removal of mount points during replication. If you
want to remove mount points that you previously defined as part of the
replication, do the following: first stop the Engine, then remove the mount
points, and finally restart the Engine to continue the replication process.

4. When no error is reported, the Run dialog opens.

%4 Run
Arczerve RHA will start replication after the synchronization process iz completed.

[

— Synchronization method

£ File synchronization
Best zuited for a large number of small files
ol

Best suited for large files

© Difline Synchronization
Best suited for epnchronizing a large amount of data in an environment with a low bandwidth network.

I lgnore game sizestime files

r Skip Synchranization

Qg | Cancel |

The Run dialog lists the synchronization options. You can choose File, Block or
Volume synchronization. For more information, see Synchronization (see page 129).

Note: In general, the default values are the most appropriate choice.

For File Server scenarios, verify that the File Synchronization is selected as the
synchronization method, and click OK.

Important! Do not skip synchronization unless you are absolutely certain that the
data in the Master and Replicas root directories is identical.

The Manager now indicates that the scenario is running via the green play symbol
to the left of the scenario, and via the scenario state, which turns into Running.

Scenano Stzte Product Server Made
= |» File Server 1 Running DR FileServer Online
Changed Synchronzed Files In spoo
= 0 Bytes 0 Bytes D 0 Bytes
0 Bytes 0 Bytes D 0 Byvtes
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6. After a scenario begins running, a Statistics tab appears at the bottom of the
Framework pane, displaying a graphical view of the replication.

gl S cenarios =| |Scenario Statistice

—————
E-4) FullSyst ing... HAJAR FullSystem Online
Hozts Changad Sent Data Sent Files i Recsived Recaived. .. In zpacl
= E 17216.233.155
- B 1721623315
= [ FullSystem 1 Running DR/AR FullS pstem Online
Hasts Changed | Sent Data | Sert Files | Reosived... | Reseived... | Inspool == e
7216.233.158 289.02MB|  0.00 Bytes 1 0.00 Byt
= EPattys S cenarios o : Z Z;S:HWI g T;FSGZW‘
[ s swme | meds | s [ e : ‘

EleHFullSystem 2 Editing HA Fullsystem  Online E
Hoste Changed | SentData | Sert Files | Reesived... | Received.. . Inspocl i 4
B 17216.233.158 027 K
L E17216.2331

Ei #S cenariorp_Jaya

= B FullSystem_Jaya Running DR FullS ystem Online
Hosts Changed | Sent Data | SentFiles i Received. | Received In spocl
B E17216233158 | 103B0ME 000 Byteq - | oooBw_
4| S e i o i |Q] Root Directories |El) Propeties g, Statistics
1D Sequenc™ | Severity Huost/S cenaria Time Event
SRO3024 42 i Significant = 17216.232.159 @ 124672009 8:59:33 PM Replica 172.16.233.159 is ready for Manual Integrity Testing
IRO0343 41 i Info 7216.233159 (3 12/6/2009 8:55:27 P Replica 172.16.233.153 suspended for Integrity testing
SRO0104 40 i Significant 172.16.233.159 @ 12/6/2009 8:58:38 PM Replication to replica 172.16.233.159 resumed
|M00405 39 i Infa @Fuﬂﬁystem 1 @ 12/6/2009 8:58:37 PM Posting Assured Recavery report created at "12/6/2009 20:58:37 to Repoarts
SRO0392 37 il Significant [=172.16.233.159 13 12/6/2009 8:58:37 PM FullSystem Integrity Testing on replica 172.16.233.159 | is finished
IR00276 36 3, Info [=17216.233.159 (1) 12/6/2009 85835 PM Stopping Integrity Testing

Events | ScenarioValidation Results

7. By default, after synchronization starts, a Synchronization Report is generated. To
view the report, refer to Viewing a Report (see page 161).

Note: You can also generate a Replication Report (see page 163) on a regular basis
to monitor the replication process on each participating server.

Run Mode

While replication is running and the running scenario is selected, the Manager screen
becomes gray. Statistics are shown in the Framework pane on the right. Events are
recorded in the Events pane on the bottom. You may change certain properties while
the scenario is running. See Change Scenario Configuration (see page 226).

Note: When working with clusters, you should be aware that Arcserve RHA does not
support renaming a Cluster Group while the Engine is running. To ensure the proper
operation of clusters with Arcserve RHA, stop the Engine before renaming a Cluster
Group.
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Run a Scenario using a Proxy Server

In cases where configuring a Virtual Private Network (VPN) may not be practical,
Arcserve RHA allows replication using proxy servers. One example where use of a proxy
server may be applicable is if the Master host resides behind a firewall with only HTTP
proxy access and the replica host resides on the public internet.

Important! A replica server on the public internet has inherent risks which need to be
evaluated by each user prior to implementing a scenario using a proxy server.

To configure a scenario that uses a proxy server, enter the proxy details in the Host
Connection property of the Master.

Note: After you enable proxy settings in the Master, the replica automatically starts
using the proxy server. If you do not want a replica to use the proxy server, set the
replica Enable Proxy setting to Off.

Follow these steps:

1. From the Manager, select the scenario.

2. Select the master host and click the Host Connection property.

3. Change the HTTP proxy Information to On and enter the proxy server details such
as the host name, port number, and user credentials.

4. Run the scenario.

Stop Replication

You must stop a running scenario in order to set or change properties.

To stop replication

1. From the Scenario pane, select the scenario you want to stop.

2. To stop the scenario, click Stop g on the Standard toolbar.
A confirmation message appears prompting you to approve the scenario stopping.
3. Click Yes in the confirmation message. The scenario stops.

After stopping the scenario, the Manager no longer shows the green play symbol to
the left of the scenario, the scenario state becomes Stopped by user, and the
Statistics tab is no longer available on the Framework pane.
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Synchronize Master and Replica Servers

The synchronization process can be manually activated at any time, whether replication
is running or not. Manual synchronization is recommended in the following situations:

Before starting replication on servers with large amounts of data and a heavy
update rate.

After a lengthy network failure, if automatic synchronization is not activated.

After restarting one of the participating servers, if automatic synchronization is not
activated.

To synchronize the Master and the Replica servers

1.

From the Manager, select the scenario you want to synchronize.

. g ) .
Click Synchronize on the Standard toolbar, or select the Synchronize option
from the Tools menu.

The Synchronization dialog appears, displaying the synchronization options.

Master and Replica will be Synchronized once only. To start continuous
replication, use Run button.

— Synichronization method
¥ File synchronization
Best suited for a lange number of small files

" Block synchronization
Best suited for lange files

v lgnore same size time files

i Zancel

Choose the desired options. For more information about the synchronization
methods, see Synchronization Methods (see page 18).

Note: You can also set synchronization to run automatically at pre-scheduled hours
on specific days, and exclude it from specific dates. For more information, see
Schedule Synchronization (see page 200).

Click OK to start the synchronization according to the method you selected.
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Note: You can issue a synchronization command while a Replica is suspended;
however it is performed only after the replication is resumed.

After the synchronization process starts, the Statistics tab opens, informing you that
Synchronization is in progress.

[ Root Directories |El) Properties [[|p, Statistics

Additional Information:

m  Synchronization Methods (see page 18)

m  How Offline Synchronization Works (see page 131)

m  Schedule Synchronization (see page 200)
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How Offline Synchronization Works

Offline synchronization lets you copy data to be replicated to an external device and
then from the device to the Replica server. Offline synchronization is an effective
method for transferring huge data volumes with low network bandwidth.

Consider these tips when using offline synchronization:

You calculate the daily change rate of the data being protected on the Master and
multiply that value that is based on the number of days that are required for the
data to reach the Replica server. For example, if your daily change rate is 2 GB and
it takes 3 days before the data can be applied to the Replica, assume the spool size
on the Replica to be about 6 GB. You can run scenarios in Assessment mode to
derive this information.

The spool must have enough space to hold the value you derived in your estimate.
If the spool fills, scenarios must be restarted.

You should choose Continue Offline Sync without verification unless you are certain
the copy tool you are using to transfer the snapshot to the replica preserves all
security attributes. ACL properties must be identical after copy operations for
Offline Synchronization to complete properly. Security attribute mismatches can
occur if you use normal copy tools with the verify option. Windows Explorer should
not be used as it can change security attributes.

Note: You cannot use offline synchronization for scenarios with scheduled
replication or scenarios in which the Master is a UNIX/Linux host.

You can perform offline synchronization for all other types of scenarios. The following
examples demonstrate how offline synchronization works for these scenarios.

Full system, high availability (see page 132)

Non-full system high availability (see page 134)

Full System backward or BMR restore (see page 135)
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Perform Full System High Availability Scenarios

Use this method of offline synchronization when the production data set is very large
and the WAN link does not have enough throughput to allow for a synchronization of
the total data set in a reasonable amount of time.

The offline synchronization process creates VSS snapshots of the volume that resides in
the root directory on the Master server. By default, Arcserve RHA mounts the root
directory to the location where the RHA Engine was installed, such as the C:\ drive. The
following example illustrates the location of the VSS snapshot files when the offline
synchronization process runs:

C:\OfflineSyncMountPoint\<scenariolD>\E_volume

Synchronization data For "C:/CA_install_log® iz located in
'C:/0HlineSyncMountPoint/ 1360975302 /C_VYolume/CA_install_log® and it iz ready to be manually
copied to the Replica[s).

For the Replica server, you create another File Server DR scenario to replicate from the
external device into the target root directory. For example, E:\Data on the Replica
server. Optionally, you can perform a Robocopy, (robust file copy), a file copy, or any
other copy methods from the Master mounted snapshot volume, and then manually
copy the data from the external drive into the target folder on the Replica server after
you transferred the drive.

Follow these steps:

1. Configure a scenario in the usual manner.

2. When you reach the final stage in the Scenario Creation Wizard, do not click Run
Now. Instead, click Finish.

3. From the Manager, click Run. The Run dialog opens.
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Select Offline Synchronization and click OK.

After the scenario begins, the Event Console displays the path to the data so you
can perform the manual copy. Arcserve RHA takes a VSS snapshot so you can copy
data with no impact to the production data set.

a. The master volume generates VSS and you can find data at
C:\OfflineSyncMountPoint\<scenario ID>\.

Note: You can customize the root volume by configuring the
SnapshotStorageVolume value in ws_rep.cfg.

b. On the replica, the disk volume is generated and then mounted as <install
path>\Engine\vm\<scenario ID>\<volume ID>\.

c. You should copy all data from master to replica mount point. Manually copy
data from the VSS path created on the master to an external device or optical
media (DVD-R, CD-R). Physically transport the external media to the Replica
server.

During transport, the production dataset caches any changes in the source data in
the Replica spool.

Copy the data that is stored on the external media to the correct root directory on
the Replica server.

Use a copy utility such as xcopy or fastcopy to copy all master server files and
folders from the OfflineSyncMountPoint folder to the replica folder <install
path>\Engine\vm\<scenario ID>\<Volume>.

xcopy [Source] [Destination] /E /C /H /R

After the files are copied, Click Tools, Offline Sync Management to open the Offline
Sync Management dialog.

Select or clear the "Ignore Files of Same Time/Size" check box and click OK.

When the block synchronization process starts, events are shown in the Event
Console. When the process is complete, the Synchronization status changes to
Replication. Any changes cached in spool on the Replica during the offline sync are
now committed to the Replica and deleted from the spool.
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Perform Non-full System High Availability Scenarios

Use this method of offline synchronization when the production data set is very large
and the WAN link does not have enough throughput to allow for a synchronization of
the total data set in a reasonable amount of time.

The offline synchronization process creates VSS snapshots of the volume that resides in
the root directory on the master server. By default, Arcserve RHA mounts the root
directory to the location where the RHA Engine was installed, such as the C:\ drive. The
following example illustrates the location of the VSS snapshot files when the offline
synchronization process runs:

C:\OfflineSyncMountPoint\<scenariolD>\E_volume

Synchronization data For "C:/CA_install_log® iz located in
'C:/0HlineSyncMountPoint/ 1360975302 /C_VYolume/CA_install_log® and it iz ready to be manually
copied to the Replica[s).

Note: In the following window, C_Volume represents a VSS mounted volume at this
point. For example, when you want to retain the sparse file attributes, you can create a
new File Server DR scenario to replicate the data from within this mounted snapshot to
an external device.

B 1360975302 =l

9( ;.v‘ - Computer - Local Disk (C1) = OffineSyncMountPaint ~ 1360575302 - ~ [{&3 [ search L3s0s7sme v
Organize *  Includein library »  Sharewith v New folder = ~ Ol 0
't Favorites Mame = Date modified Type I Size |
M Deskiop 8y C_Yolume 4/52013 3141 PM File: Folder 41,837,564,
§ Dowrloads

| Recent Plac

For the Replica server, you create another File Server DR scenario to replicate from the
external device into the target root directory. For example, E:\Data on the Replica
server. Optionally, you can perform a Robocopy, (robust file copy), a file copy, or any
other copy methods from the Master mounted snapshot volume, and then manually
copy the data from the external drive into the target folder on the Replica server after
you transferred the drive.

Follow these steps:

1. Configure the scenario in the usual manner.

2. From the Manager, click Offline Sync.

3. Copy data from the mounted VSS snapshot to external device.

4. Move the device to the replica server and then copy the data to the target folder.

5. From the Manager menu, click Tools and Offline Sync Management
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Select the offline sync option that you would want to use.

Note: The Verification option compares the files in mounted VSS snapshot on the
master server with the data that resides in the root directory on the replica server
and reports back to you if they are identical or not.

Continue running the scenario.

Perform Full System Backward and BMR Restore Scenarios

Use this method of synchronization when you want to synchronize Bare Metal Recovery
(BMR) data at the volume level or block level.

Follow these steps:

1.

Run the Backward scenario or BMR restore scenario and enter Source and
Destination IP address as usual.

When you reach the final stage in the Scenario Creation Wizard, select Offline
Synchronization.

& Restore Data Wizard == =

Scenario Verification

+ Full System Recovery The system automatically verfies the scenario settings to help ensure proper operation
ol Any emors must be resolved before continuing. It is also strongly recommended that all wamings should be
< ez Raiman resalved. f continuing with waming, ensure their potential impact is fully understood. After making any
" Volume Mapping necessary changes, click Retry to repeat the scenario verfication.
~
<« Switchover Properties g Run
4" Switchover Type
[ Sremmlisime Arcserve RHA will start replication after the synchronization process is completed.
Synchronization method

O File synchronization

Best suited for a lange number of small files
() Block synchronization

Best suited for large files

@ Offline Synchronization
Best suited for synchronizing a large amount of data in an environment with a low bandwidth network.

After the scenario starts, check the Event log for the folder name.
]

Ewent
Hool deectory T\ 15 mounled to "C:3 ot Aeplica and iz ready to copy data from the Master
Host <pssaress:  will ishaot in approximately 71 howrs,

Synchionization data lon 'C:/ i located in ‘C:A0fEneSpncMountPomt/ 31 5625441 2/C_Volume' and it is ready o be manually copsed
o the Replicals].
Bharting scenano Backward_FullSystem Winl3 B2 5P2 «iib

Chapter 5: Running the Replication Process 135



Synchronize Master and Replica Servers

4. Login to the appliance server and locate the VSS mount point folder.

For the BMR restore scenario, log in to the appliance server and locate the VSS
mount point folder.

For the backward scenario, log in to the VM generated by switchover and locate the
VSS mount point folder.

i C:\OMineSyncMountPoint 31562544 12\C_Volume

Ble Edt Vew Favorkes Jook Heb i
OBk ~ ) - T | ) seach Folders | (3=
Address [ C:\OffineSyncMountPoint| 31 5625441 24C_Vohune N>
Nome | Sae | Type | Date Modfied | Attributes |
File and Folder Tasks R bookmark Fie Folder 4/13j2011 12:06 PM
()Buld2580 Fle Folder S{10/2011 1117 AM A
B9 Malia s ke Toldic CICA_INSTALLLOG Fie Folder 9/24}2012 12:37 ¥M
) Pubashtis fodertothe C2)Documents and Settings Fie Folder 10/18/2011 4:12 AM
. Program Files Fie Folder 2/15/2011 2:59PM R
53 hare this fokder Csetup Fie Folder 7/16/2008 4:16 PM
(Cspoal Fie Folder 51012011 2:08 PM
Other Places a  Ospool12s Fie Folder 5{10/2011 2:19 PM
CIWINDOWS Fide Folder 9/25/2012 7:36 AM
L) 3156254412 Chwmpub Fie Folder 8/2912007 6:53 AM
) My Documents () xiacfangltestasdg Fie Folder 4/6j2011 2:32PM
T} My Computer LJxuaiabfg Fie Folder 1/5/2011 2:42PM
S K Places ;mocxzc.wn OKB WindowsBatchFile  8/29/20076:S3AM A
[ before.txt 2KB  Text Document S/H12011359PM A
r caxoinstiog_cs.txt 7S7KB  Text Document 4/20/2011 10:354M A
Details ¥ Deccte 1XB  Text Document I012306PM A
= conFig.svs OKB System fle 8292007 6:53AM A
Sdong.bat 1KB WindowsBatchFle  5/11j2011 4:02 PM A
[ instatlog.txt 91SKB Text Document 3222011 349PM A
[ key.tot 1KB  Text Document 2/16/2011 12:23PM A
Bmsizap.exe 93KB  Apphcation 2/18f2007 7:31AM A
[£) New Text Document (2).txt OKB Text Documant S/11/2011 00PN A
[2) New Text Document txt 1KB  Text Document S/11/2011 353PM A
= p2v_config dat 1KB DAT File 9SIM2IRM A
Srisofang bat 1KB WindowsBatchFile  S/11/20113:115PM A
F1iaoma bat LKB WndowsBatchFile  S/11/2011 3:53 PM A

Manually copy data from the VSS path created on the appliance server or the VM
generated by switchover to an external device or optical media (DVD-R, CD-R).

Physically transport the external media to the BMR server.

During transport, the production dataset caches any changes in the source data in

the Replica spool.

Copy the data that is stored on the external media to the correct root directory on
the BMR server mapped volumes.

Use a copy utility such as xcopy or fastcopy to copy all files and folders from the
appliance server to the BMR server.

xcopy [Source] [Destination] /E /C /H /R

Wait for copying to complete.

Navigate to the RHA Manager and click the Offline Sync Management button.

The Block synchronization starts.

After the block synchronization is complete, perform the switch process.
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Host Authentication

When you create and run a scenario, Arcserve RHA verifies user credentials of all hosts.
Arcserve RHA also ensures that replica files are created in the right folders when
multiple users replicate to a single replica server. The authentication process verifies
that the user has proper permissions to their folder on the replica server. If the host
credentials or folder verification fails, the scenario stops immediately.

Enabling Multitenancy Replication

In a Multitenancy replication setup, multiple masters belonging to unrelated customers
are replicated to a single replica server. The replica server belongs to a Managed Service
Provider (MSP) and is managed by an MSP administrator. The end user owns a remote
Arcserve Control Service (CS). Users create scenarios and replicate data to the replica
server.

On the replica server, the administrator creates users, assigns parent folder of the root
directory, and grants Full Control permissions to the parent folder. The user name,
password, the parent folder details are then shared with users. Users specify these
details while creating the scenario.

Users have limited access to the replica machine and have Full Control permissions only
to their folder. They can create root directories only in their folder.

The following diagram illustrates a multitenancy setup.

‘ﬁE’—F > - —={ll
User 1 ._'1 Master Server 1 ﬂnu User 1 Parent Folder
’ on the Replica Server

o Bl -
User 2 | ._.__.l tlaster Server 2 User 2 Parent Folder
_ on the Replica Server

i’ gl Fii| Replica Server g]

User 3 Master Server 3 User 3 Parent Folder
e ! : r
Run Scenario Using on the Replica Server

Contral Servica

Multitenancy Setup
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How to Enable Multitenancy Replication

To enable multitenancy replication, the administrator must first create users in the
replica server and grant Full Control permissions to the parent folder of the root
directory. Now when a user runs the scenario, Arcserve RHA verifies whether the user
has proper host credentials and Full Control permission to the parent folder. The
scenario runs successfully if both the criteria are validated otherwise the scenario stops
with an error.

The following diagram illustrates how to enable multitenancy replication in an MSP
setup.

How to Enable Multitenancy Replication

MSP Administrator +

Enable Authentication

Create Users in the Replica
Server

User ¥

Grant Full Control Permissions Verify Authentication

Create and Run the Scenario

Scenario Runs

.".\I_-:"ffP‘-ﬁ[LJ”'F’ "I,'Il":!r.if‘r' Enul,_-_:!ntgl_;

Rectify and Run the
Scenario
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Perform the following tasks to enable multitenancy replication:
MSP Administrator Role

1. Create Users on the Replica Server (see page 139)

2. Grant Full Control Permissions (see page 140)

User Role

1. Create and Run the Scenario (see page 141)

2. Verify Events (see page 141)
3. Rectify and Run the Scenario (see page 142)

Create Users on the Replica Server (MSP Administrator)
As an administrator, create users on the replica server for each user. You define the
parent folder for each user where the user saves the replica root directories which
contains replicated files. You can create folder in any location. For example, the
following folders can be created as parent folders.

C:\Uploads\User 1

C:\Uploads\User 2
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Grant Full Control Permissions (MSP Administrators)

After you create the folder, make sure that each user stores replica files to their own
folders. Grant the Full Control permission to each user on the parent folder of their root
directory.

Follow these steps:

1. Login to the Replica server and navigate to the folder where you have created user
folders.

2. Right-click a user folder and click Properties.
3. Select the Security tab.
4. Select the user and grant the Full Control permissions.

J Music Li user1 Properties -

=] Pictures Generall Sharing | Security | Previous Versiu:unsl Custumizel
B videos

Object name:  Chuploadshuzer]

1M Camputer Group or uger names;

&, Local Disk (C) 2 5YSTEM ~
A uzerl [wIN-3)2604RB4B Dhuzer |

&, Administrators [wWIN-3) 2604R 64B0NAdministrators)

2 1 lears RIS I PENAREARDL loare]

£ m >

; Céinstall_log |
| Perflogs a

, Prograrm File

. PrograrprFiles (xBa) Ta change pemiissions, click Edit.
J uploads
) Permizzions for uzerl Allow Derw
; wser] pargntdirecpgn
11 rootdirectory |Fu|| control 4 | o~
5 b odify vy
i Read & execute v =
a Ligt folder contents o
J sers Fead v
Mi¥ind ous " ribe o w

B8 VD Drive (D HRC_ Fu;ur zpecial permissions or advanced settings,
click Advanced.

Similarly, select other user folders and grant the Full Control permissions.
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Create and Run the Scenario (Users)

Verify Events (Users)

When you create the scenario, enter the valid replica credentials and select the root
folder in the specified parent folder. This user credential and folder details are provided
to you by the MSP administrator.

M Browse and Select Replica Directory

=] E3

Select target directory in localhost [ <IP Address= |

+-{.J) Boot

LT CA_INSTALL_LOG
D Dacuments and Settings
=7 inetpub

=3 lag

&7 PerflLogs

-7 Program Files
.7 Program Files [x86)
= uplnads

PO usen

LT Users

=T Windaws

ak

B

=

Cancel | y

When the scenario runs, RHA verifies the following conditions:

1.
2.

Scenario level credentials for each host.

Host level credentials for each host. The host level credentials override scenario
level credentials. If the host level credential is blank or is not set, then RHA
automatically uses scenario level credentials.

User has Full Control Permission to the specified parent folder.

The scenario runs successfully only if the host credentials and folder access permissions
are validated. The scenario stops immediately when any of the conditions fail. Rectify
the scenario with proper credentials or the valid replica folder.

The scenario fails to run when you specify invalid host credentials or you do not have
Full Control permissions to the parent folder. Arcserve RHA displays an error when the
scenario fails. Verify the error and modify the scenario accordingly.
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Rectify and Run the Scenario (Users)

When the scenario fails to run and Arcserve RHA shows an error, modify the scenario
and verify the replica credentials or the valid replica folder.

] Sequence Severity Time Event
SRO0096 510952 5 Significant G—] 17872013 4:46:58 AM  Stopping scenario ntfs-refs
3 g, 14872013 4:54:12 AM  :The user name or password iz wrong, the scenario will stop automatically[Please check scenario/host ciedentials

‘under Properties->Beplication->User Credentials).

Follow these steps:
1. Navigate to the RHA Manager and select the scenario.

2. From the Scenario view, select the Replica server and click Properties on the right
pane.

3. Expand Replication and click User Credentials.

Specify the correct Replica server credentials and select the root directory of the parent
folder as provided by the administrator.

Disable Authentication

By default the EnableAuth parameter in the ws_rep.cfg file is set to True. To disable the
host authentication on a specific host, set the EnableAuth parameter in the ws_rep.cfg
file to False.

Follow these steps:

1. Open the ws_rep.cfg.

2. Modify the EnableAuth parameter to False.

The host authentication is now disabled.
Considerations and Limitations

Be aware of the following considerations and limitations of a multitenancy replication:

m  Local or domain administrators can successfully run scenarios even if they do not
have proper permissions on the replica folders.

m  While creating a scenario, users can see the directory structure of other users.

m  Only the administrators are allowed to run scenario scripts by default. For other
users to run the script, set the OnlyAdminCanRunScript in ws_rep.cfg to false.
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Close and Open the Manager during Replication

After the scenario has been defined, and replication has started, the Manager can be
closed. It may remain open only for real-time monitoring of the replication process.
Closing the Manager does NOT stop the running scenarios. When it is opened again, it
automatically uploads all of the saved scenarios and displays their status.

Note: Even when the Manager is closed, it is possible to monitor the replicated system
via the Overview page. You can also get notifications by email or by automatically
running user-defined scripts when important events or errors occur. For more
information, see the Event Notification topics, in the Scenario, Master and Replica
Properties sections.

Suspend Replication

At times, it may be necessary to suspend updates on a Replica machine in order to
perform system maintenance or some other form of processing that does not modify
the replicated data there. Usually, it is not desirable to stop replication since this
requires a resynchronization afterward. The replication suspension feature of Arcserve
RHA solves this problem.

During the suspension period, all changes are spooled on the Master or on the Replica
located upstream of the suspended Replica. In other words, changes continue to be
recorded for update on the suspended Replica, but are not actually transferred until
replication is resumed. After replication is resumed, the accumulated changes are
transferred and applied without any need to perform a full resynchronization of the
data.

Replication may be suspended either manually or on a scheduled basis.

Important! It is imperative that during suspension, you do nothing on the Replica that
causes the data to change in any way, including starting an application such as Exchange
Server, SQL Server, or Oracle. If you need to start programs that will change data on the
Replica, you may use the Assured Recovery option (see page 289).

Be aware of the following:

®m  You cannot suspend replication during synchronization. You can suspend replication
only temporarily, since changes are accumulated in the spool directory of the
Master or upstream Replica. Make sure that sufficient disk space is available for the
spool to hold the changes during the time the Replica is suspended.

®  In a scenario that has more than one Replica host, you can only suspend one
Replica at a time.
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Suspend Replication Manually

You can manually suspend replication for system maintenance operations.

To manually suspend replication

1.

From the Manager, select the Replica you want to suspend. Then, click Suspend

E, or select the Suspend Replication option from the Tools menu.

A confirmation message appears, informing you that any change of the Replica root
directories content during suspension requires manual resynchronization.

Click Yes to suspend the replication.

After the Replica is suspended, a red icon appears next to the Replica on the
Scenario pane.

Note: During suspension, the scenario state does not change but stays Running,
since it is only the replication to the Replica that is suspended.

On the Scenario Statistics pane, a suspension icon and a caption appear, informing
you that replication is suspended.

While replication is suspended, you may perform maintenance on the Replica
server, including restarting the Replica server. However, it is very important not to
modify the replicated data in any way or a resynchronization with the Master will
be required.

Note: You can issue a synchronization command while a Replica is suspended;
however, it is performed only after the replication is resumed.
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Resume Replication after Manual Suspension

While replication is suspended, changes are spooled on the Master. After you complete
system maintenance operations, you must resume replication and end the manual
suspension period, which transfers the changes accumulated on the Master to the
Replica server.

To resume replication after manual suspension

After you suspend a Replica, the Suspend M button on the Manager toolbar
toggles to Resume Replication. When you are ready to resume the replication, click
the Resume Replication button, or select the Resume Replication option from the
Tools menu.

A confirmation message appears.
Click Yes to resume replication.

After replication is resumed, the red icon disappears from the Replica on the
Scenario pane, and the suspension symbol disappears from the Scenario Statistics
pane.

Schedule Automatic Replication Suspension

You can schedule replication suspension automatically.

To schedule automatic replication suspension

1.

From the Manager, select the Replica you want to suspend and stop the scenario in
which it participates.

On the Framework pane, select the Properties tab to open the Replica Properties
list.
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3. On the Replica Properties list, open the Scheduled Tasks group. On the Suspension
property, set the value to On.

Replica (Stand-by) "9.181.102.38" Properties

Froperty Value
Host Connection
Replication
Spoaol
Recovery
Volume Snapshots Management Properties
=8 Scheduled Tasks

| CBswspera oo |

E| Schedule Mot Set
Uzer-Defined Script Off
Create Shadow Copy (V33) On

Replica Integrity Testing for Assured Recovery Off
Ewent Notification
Reporis

Temporarily ceases delivering changes to the suspended Replica. Changes are accumulated in a
spool until the replication is resumed, so that re-synchronization is not required.

[ Root Directories | E) Properties |S5 High Availability Properties

4. On the Schedule property, click the value box.

The Suspend hours dialog opens.

Suspend hours ]
— Suspend hours
Clear Every |4 33 hours Apply

Days/Houre ‘ D|1| 2‘ 3|4| 5‘ B|7| E‘ 9|1D|11|12|13|14|15‘1E|1?|18‘19|2D|21‘22|23
Sunday
Monday
Tuesday
Wednesday
Thursday
Friday
Saturday

— Excluded dates

03M18s2010 'I Add FRemove |

Advanced | ok | Cancel |

The Suspend hours dialog is similar to the Schedule Setting dialog, which is used for
scheduling automatic synchronization. For information about setting a schedule,
refer to Schedule Synchronization (see page 200).
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5. Set the schedule for automatic suspension in the Suspend hours dialog, and click OK
to save your schedule and close the dialog.

6. To activate the schedule, click the Save button on the Standard tool bar and start
the scenario.

The Replica you selected for suspension will be suspended and resumed according
to the set schedule.

Running a Scenario in Assessment Mode

Arcserve RHA enables you to run a scenario without actually replicating data, in order to
assess the accurate bandwidth usage and compression ratio benchmarking that is
needed for replication. When you run a scenario in Assessment mode, no replication
occurs, but statistics are gathered. A report is provided after you stop the assessment
process.

To use the Assessment mode option, you need to create a new scenario, and select the
Assessment Mode check box in the Scenario Creation Wizard.

A scenario that can run in Assessment mode can also run in a regular replication mode.
When initiating the scenario, the button you click, either the green Run button or the
blue Run (Assessment mode) button, determines the running mode of the scenario.

To run a scenario in Assessment Mode

1. From the Manager, select the scenario you want to run in Assessment mde.

2. To run the scenario, click Run (Assessment mode) ﬂ on the Standard toolbar.

Arcserve RHA verifies the scenario before running it.

3. Ifthe scenario was not set up correctly or problems occurred in the participating
hosts, errors are reported on the Event pane. When no error is reported, the
scenario starts running.

The Manager now indicates that the scenario is running in Assessment mode via the
blue play symbol to the left of the scenario, and via the scenario's state which turns
into Simulation.

Scenano State Product Server Mode
P File Server 1 Simulation DR FileServer Online
Hosts Ch=nged Sent Dats Sent Fles Receved .. Recewed . Inspocl ¢
= [ 130.119.173.124 2211 MB 0.00 Bytes 0 = = 0.00 Bytes
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4. After the scenario begins running, a Statistics tab appears at the bottom of the
Framework pane, displaying a graphical view of the replication assessment.

5. By default, after you stop a scenario that runs in Assessment mode, an Assessment
Mode Report (see page 164) is generated. To open the report, refer to Viewing a
Report (see page 161).
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Chapter 6: Monitoring Replication

This section describes the various monitoring tools of Arcserve RHA that enable you to
control and monitor your replication environment.

This section contains the following topics:

The Overview Page (see page 149)
The Manager (see page 149)

View Events (see page 158)

Arcserve RHA Reports (see page 160)

The Overview Page

The Manager

The Overview Page allows simultaneous monitoring by any number of administrators or
professionals who wish to be informed about the state of the replicated system.

Note: There is no need to refresh the browser; the Overview page refreshes
automatically.

The Manager lets you control and monitor your replicated system.
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The Manager

How to Monitor Multiple Scenarios

State Information

The Scenario pane shows the current status for all scenarios in one pane.

Sconaro Edk Events View Took Heb
HOEAP ShrElnE@uyp
[ 85 Sconario Vew | 3] Snopsho view (55 Remots instaber Morkor 4, Host Hantenarme Moror &
| Hasis | Changed | SerwDmia | Sers Fles | Recaived... | Received... | Inspool 2 Property Value
S EHSLADAWERH, 1 ] 1 ) General
" SLADRWES 1) Scenario Dependencies
= gy harePoint 1) Switchover Settings
Seanws | sea | Podm | Seww oda = @ switchover 53 » Grovp on
= )lSMBFM . Running Hmn SMQPW S... Online =@ Faiture Triggers Group Switchover
L Heas | Charged | Samt Data | Sart Fles | Racanad. 1 Rasarvad | Wnspesl
= BISLDRWEFSIT 2361 MB. "?S"B. “ 1 - . 653K =@ Actions When Unable ta Switchaver oz & Group
B ISLORwSP... | 237.48M) 14285 MB 0008w - cerorts Swchoses Sutinge on
= élSharcPoint 1
Scarsic || swm | Podem | Sewa
= 'J_Siulanin(l . Aunning IfAJAR !h.llel’n_im 5... Online
[ Hors | Oharged | Sent Omia | Sers Flas | Recaived.. | Racerved... | inspool
S pre— ) 350ME 0008e i - 000ER
Wibowpi077 | 30M8 0.00Bytes 000080
# b SharePoint 2 s HazaR ShorePoint 5. Online
= psoLt Running HAJAR saL Online
SgsaL
Searms | swa | Podm | Seww Hoda.
= [ SALZ008 chister 1o elu.. Running HAZAR saL Online.
l Homs | Changed | SeesDua | Serd Fles | Pacaived.. | Raceived... | Inspool
= BISLOAWSILE, | T4000KE  17.75M8 R | omoew
® ISL0RwSD.. [ 400Kg 775 M8 § 00088
Scaric | swe | Aeku | e Meca) Specily # this sconaro can bigger group swslchoves when & fods, If Grabled. the: goup swichoves vall nol itinte i his sconasio s
& e FileServer 1 _ Ediing HA FileServes  Online
Hosis | Charged | Semt Data | Serd Fles | Received.. | Recewed . | Inspool
= BB ISLXORWEXTH.
M ISLORWEX.
a 1 Ll_J |8 Propesti: R, Stasanes
eects . _______________________________________________ -]
o | sequens | seveiy | Hosrscenaia | Tene [ Evert |
Everts | SesnsioVabdation Resuts

You can customize the way the columns are displayed. For more information, see
Customize the Scenario View (see page 36).

State information is displayed beside each scenario name and beside each server in the
replication tree, whenever a synchronization process has been started or completed,
and whenever a replication process is under way.

The state information includes:

m A graphicindication next to the scenario name indicating the scenario is running ﬂ,
orisidle @

m A graphicindication next to the server name indicating that the server is a Master
ve)server 2], or 2 Rep 8
(active) server =21, or a Replica (standby) server =1

m A graphic indication of whether the servers are connected: if the connection to any

of the participating servers is lost, the server icon appears with a large red X marked
over it.
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Live Statistics

Live statistics are displayed in two areas:
m  Scenario pane

m  Statistics pane
Scenario Pane

The live statistics displayed in the Scenario pane include the following information:

@File Server Scenarios

Mode

i :
= [172.16.40.20 4502 MB 350.41 MB 6310} 234 MB

E 172164057 8.68 MB| 350.41 MB) 6310 16.85 ME

Chang

m  Changed - total data replicated from this host since the last synchronization.
m  Synchronized - total data synchronized from this host.
m  Files - total number of files replicated from this host.

m  In Spool - total (current) amount of data contained in the spool.
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Statistics Tab

The Statistics tab in the Framework pane also displays live statistics. Different statistics
information is displayed for a scenario, a Master and each Replica server.

Note: The Statistics tab on the Framework pane appears only when a scenario is
running.

The available live information in the Statistics tab is as follows:

m  Statistics per scenario - a graphical overview of the scenario state.
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Statistics per Master - a table that containing the following information: state;
replication starting date and time; Arcserve RHA Engine version no.; total amount of
data contained in the spool; total amount of data changed in the root directories
since the beginning of the replication process, including the number of created
folders and changed, removed and renamed files; total size of files sent and
replicated from this host; synchronization method; and synchronization progress.

| Master "3.181.102 37 Statistics

State Running
Start of replication 04/24/12 21:41:11
Version 16.1.2.205
Spool space:
Size % of threshold
0Bytes 0%

0Online file changes per root directory:

Root Directory | Size Folders Created Changed | Removed | Renamed
f:jroot 0Bytes 0 0 a a
Total 0Bytes | 0 0 0 0
Transferred bytes to Replicas:
Host ggﬁil Current Data Tobe | Transmission Current
Data File Mame | Sent Speed Progress
9.181.102.38 | 1.14GB | O OBytes 96Bps

Last synchronization statistics: File synchronization

Synchronization Progress:

+ 9.181.102.37 ->9.181.102.38

f:/root

State Nurn_ber Total Size Compare | Data To be | Send Starting
of Files Progress | Sent Progress | Time

4/24/2012 | 4/24/2012

Finished | 500000 | 935.55M8 RUOREY] 935.55M8 RUOEUED 9:41:34 PM |:!-'E'|:14:28

Finish Time

[ Roct Directories | El} Properties |[In, Statistics
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When running synchronization for very large files, additional tables appear,
displaying in details the synchronization progress for each file in each root
directory.

Be aware of the following:

m  The definition of a large file depends on the value of the
BDMaxFileSizeToSendWholly property. This property is stored on the Engine
machine, in the INSTALLDIR\Engine\ws_rep.cfg file. The default is 10MB. When
a synchronized file is smaller than this value, it will not appear on the table.

m  The appearance of the detailed Synchronization Progress table also depends on
the value of the UseNewSynchStatistics property.This property determines
whether the detailed Synchronization Progress table will be displayed when
there are large files. When the value of this property is True, the table will be
displayed. The default value is True, and the property is also stored in the
ws_rep.cfg file.

Mazter 130113176139 Statistics

State Running

Start of replication | 3/12/2009 4:31:05 FM

Version 12.5.1.205
Spool space:

Size [ =% of threshold |

0OBytes | |

Online file changes per root directory:

Root Directory Size Efleietfd Changed | Removed | Renamed
C:ftest/.../m1 for 2 OBytes |0 0 ] 0

repls

C:ftest]....fm2 for 2 oBytes |0 0 b 0

repls

Cijtest].../m3 for 2 OBytes |0 0 ) 0

repls

Total OBytes | O 0 1] 0

Transferred bytes to R

Host [ sent [ Current File [ Progress
172.16.176.115 | 34.65k8 [ |

Last synchronization statistics: File synchronization

Synchronization Progress:

* 172.16.176.139 -> 172.16.176.115
C:ftestf...fm1 for 2 repls:

see (G5 |se(FEL O (EX [see 5T
Finished | 60M.txt | 15ME o) oeytes | O07E R
Finished | 50M.txct | 75MB 0] oBytes | 007F SR
Finished | 10m.bxt | 10MB L opytes | 10078 e
Fimshed | g2 | 100:11MB | (100% 111y | 9BVS | {100 11018) | 163105
Fies |9 6 o |s ey
C:/ftestf.../m2 for 2 repls:
Stage File Info | Size Already Tabe Saved Starting Time
Checked Sent
Finished | soM.bxt | 15M8 | (007, opytes | 1007, oA
Fished | som.txt | 75w | 1007 oBytes | 007 A
Finished | 20Mtxt |20vg | S0, oeytes | D0V P
Finished | tom.txt | 10M8 | [0, oBytes | 1000E 3[12/2009
e 21| s 80 e | 0 | 2020200
Fee |4 |4 0 |s 165108
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The Synchronization Progress tables contain the following information for each
synchronized file: synchronization state; file name; file size; amount and percentage
of data that was already compared between the Master and Replica; amount of
data that needs to be sent from the Master to the Replica; amount and percentage
of data that is the same on the Master and Replica, and therefore is not sent to the
Replica; synchronization starting date and time; summary of the synchronization
progress of each root directory.

Note: When the File Synchronization method is running, the files are synchronized
in their entirety. Therefore, the Already Checked column can contain only two
values - 0% or 100% - for an individual file.

Each synchronized root directory is represented by a separate Synchronization
Progress table, and each Synchronization Progress table can display statistics of 10
files at the most. When a root directory contains more than 10 files, the 10 largest
files will be presented in the table.
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Statistics per Replica - a table that containing the following information: state;

replication starting date; Arcserve RHA version no.; total amount of data contained
in the spool; and total amount of data (in KB) changed in the root directories since

the beginning of the replication process, including the number of files changed,

removed and renamed.

|1, Statistics

Replica "2.181.102.38" Statistics

State Running
Start of replication 04/24/12 21:41:42
Version 16.1.2.205
Spool space:
Size %% of threshold
OBytes 0%
Online file changes per root directory:
Rioot Directory | Size Folders Created Chanoed [ Remaoved | Renamed
e:froot OBytes 0 0 0 ]
Total 0Bytes | O 4] 0 0

Last synchronization statistics: File synchronization

(1) Root Directories |E) Properties |[[; Statistics

156 Administration Guide




The Manager

Refresh Statistics Display Automatically

The Manager receives state information from all servers participating in the current

scenario. You can set a default frequency for automatically updating the state
information and live statistics display.

To define the refresh rate
1. From the Tools menu, select Statistics, Refresh Rate.

The Refresh Rate dialog opens.

& Refresh Rate
Refrezh rate (zec): I 10

Cancel |
Y
2. Enter the desired refresh rate in seconds and click OK. The Scenario pane updates

accordingly.

Note: The refresh rate interval can be between 10 to 99 seconds.

Refresh Statistics Display Manually

To manually refresh the displayed information

1. Click Refresh Statistics M on the Standard toolbar on the Manager screen.
2. Press the F5 key.
3. From the Tools menu, select Statistics, Refresh.

The statistics data updates.
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View Events

The Events pane displays messages and general information about the selected
scenario. This information is received from the servers participating in the running
scenario. The information displayed can inform you, for example, that a directory is
synchronized, a server is connected, synchronization started/finished, and so on. The
information includes the server name and time, and a brief explanation. Important
events or error messages are shown in bold letters.

E verits ~ 0
nzz i Signihcant 0 141.202.226.68 .a 371672010 4:39:09 PM :Service HT TPFilter 1s n manual mode:; it will be run automatically

SRO0139 i Significant @141,2[& 226.67 @ 371672010 4:39:09 PM Starting Block Synchronization (include files with the same size and modification time)

IRO0304 i Infa @Mﬂ 202.226.67 @ 3/16/2010 4:33:03 P CRM services stated

1ROO301 i Info @141 202.226.67 @ 3/16/2010 4:33:02 PM Starting CRM services

SR00357 i Significant [141.202.226 67 (1) 3/16/2010 4:33:02 PH Service HTTPFilter is in manual mode: it will be wn automatically
SRO0014 i Significant [2141.202.226.67 (1) /1672010 4:38:59 PM Starting scenario CRM

SMOD165 & Significant (EFBackward CRM {1} 3/15/2010 5:04:42 AM Connected to 141.202.226.68

SMO0165 i, Significant [EECRM il 3/15/2010 5:04:42 AWM Connected to 141.202.226.67

Events | Scenaiio Vaidation Resuits

View Events in a Separate Window

Sometimes, event messages are very long, exceed the Event area, and are cut off
(visually). In these cases, you may want to display the event messages in separate
windows.

To view events in a separate window

1. From the Manager Event pane, select the event you want to view.

2. Double-click the event, or right-click it and select View Event in other Window from
the pop-up menu. Alternatively, select from the Events menu the View Event in
other Window option.

A pop-up message appears, displaying the full message text of the selected event.

View Incoming Events

The Manager can visually notify you when an incoming event occurs.

To view incoming events as they occur
1. From the Manager Events menu, select the Pop-up on Incoming Event option.

When an incoming event occurs, the Manager icon in the task bar flashes and the
Manager is moved to the foreground.

Note: If you re-select this option and turn it off, the minimized application in the
task bar does not flash during an incoming event.

158 Administration Guide



View Events

Copy Events for Use with Other Programs

Filter Events

When important events occur, you may want to copy their messages to other programs.

To copy events for use in other programs
1. Onthe Event pane, select any number of events using the Ctrl key.

2. Right-click in the Event pane and select Copy, or select the Copy option from the
Events menu. Alternatively, press Ctrl+C.

You can paste the copied event texts into any program you wish.

Note: Arcserve RHA also enables you to copy the event message directly to a file
with CSV extension, such as Excel files. After you select the Copy To CSV option, the
application that is defined in your computer as CSV opens, displaying the copied
message. (To set your default CSV application, see My Computer, Tools, Folder
Options, File Types, CSV.)

You can filter the events that will be displayed in the Event pane according to different
criteria.
To filter displayed events

1. Onthe Event pane, right-click and select Event Filters from the pop-up menu, or
select the Event Filters option from the Events menu.

The Event Filters dialog opens.
Event Filters H

~Seweritp ———————

¥ Critical [~ Exclude events older thar
: I 1::’ Ihu:uurs j ago

v Significant & word or phrase in the event:

¥ ‘waming

v Error I“

Beset | (]9 Cancel
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Use one of the following criteria to filter the events that will be displayed in the
Event pane:

m  Severity - clear the severity level check boxes that you do not want to display,
or select the severity level check boxes that you want to display.

m Date - select the Exclude events older than check box, and then select the time
unit (hours/days/months) and the number of units.

m  Text-inthe A word or phrase in the event box, enter the word or the phrase
that you want the displayed events to contain. You can use an asterisk (*) to
select any number of characters/digits of all types.

To apply the criteria you selected and close the dialog, click OK.

Only the events that meet the criteria you defined are now displayed in the Event
pane.

To clear the existing criteria and display all events, on the Event Filters dialog click
Reset, and then OK.

Arcserve RHA Reports

Arcserve RHA can generate reports on the replication and synchronization processes.
These reports can be stored on your desired location, opened for view from the Report
Center, sent by email to a specified address, or they can trigger script execution. To set
these options, see the following:

For defining the storage directory and the retention period of the reports, see
Understanding Scenario Properties (see page 192).

For defining the automatic generation of synchronization and replication reports for
the Master, see Understanding Master Properties (see page 205).

For defining the automatic generation of replication reports for the Replica, see
Understanding Replica Properties (see page 211).

By default, Arcserve RHA stores reports in the following directory:
[ProgramFilesFolder]\CA\Arcserve RHA\Manager\reports

Important: A report cannot be created if the scenario name contains special characters

(i.e. \/?:"<>],).
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View a Report

The various Arcserve RHA reports let you determine scenario status and manage your
environment.

To view a report

1.

To view a report, first you need to open the Report Center. There are two ways to
open it:

m  Onthe Overview Page, click the Report Center link on the Quick Start pane on
the left.

m  From the Tools menu, select the Reports option and then Show Scenario
Reports.

The Report Center opens in a new window.
The Report Center consists of two tables:

m  The upper table - Available Reports per Scenario - contains a list of all scenarios
that have reports, along with the type and number of available reports for each
scenario.

m The lower table - Reports - contains a list of all the reports that are available for
the scenario selected in the upper table.

To view a specific report, select from the Available Reports per Scenario table the
scenario that this report represents. Then, from the Reports table below, click the
report you want to open.

Drag & column header here to group by that column

e Tome e __ome __ Jovmr fosa e o0

172.186.95 01M 708 14:50:37 Q}’HChI’DHIZﬂtIDI‘I!’?H-,] 1513

Note: Depending on your settings, for Synchronization and Replication reports a
Detailed report can be generated in addition to the Summary report. Both reports
represent the same process, but the Detailed report also provides a list of the files
that participated in the process.

The report you selected opens.
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Deleting Reports

The reports that are displayed in the Report Center are stored for the period that is
defined in their scenario properties, under the Report Handling group (see page 199).
The reports are displayed even if their scenarios were removed from the Manager.
However, the Report Center enables you to delete reports that are no longer of use to
you.

To delete a report

1. Onthe Report Center, select from the Available Reports per Scenario table the
scenario whose reports you want to delete.

2. Click Delete M at the right end of the line.
A confirmation message appears, asking you whether you want to delete the row.
3. Click OK on the confirmation message.

The selected scenario is removed from the Report Center, and all of the reports that
belong to it are deleted.

Synchronization Reports

Following synchronization, Arcserve RHA creates a report that lists files that have been
transferred or modified. The first few lines (at the top) include: the synchronization
method, the scenario name, the names of the Master and the Replica(s), and the
synchronization date.

The Summarized Synchronization Report shows the sum total of the removed and
modified files as well as bytes transferred. The report also provides information about
the number of new directories that were created on the Replica following
synchronization, and the number of synchronized files that have different Windows
security properties.

The Detailed Synchronization Report presents the complete listing of the files that were
transferred or modified during the synchronization process. For each file, the following
information is provided:

m  Event - the action that was performed on the Replica.
m  Bytes - the size of the file.
®  Time Stamp - modification time.

= File Name - the name and full path of the file.
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Replication Reports

The Replication Reports are generated periodically, according to a pre-defined
frequency, and they are generated individually for the Master and the Replica servers.

The Replication Reports include statistics on data replicated since the beginning of the
replication process, as well as statistics on data replicated since the last report. The data
includes the number of replicated bytes, and the number of files
created/updated/removed/and renamed. You can view either a summarized or a
detailed report.

By default, Replication Reports are NOT automatically generated. To schedule
Replication Reports, see the topic, Report Properties. (see page 209)

Open a Backward Scenario Report

A Backward Scenario Report is actually a Synchronization Report, which displays
synchronization information about a Backward scenario.

To open a Backward Scenario Report

1. Onthe Report Center, select the Backward scenario from the Available Reports per
Scenario table.

2. Onthe Reports table, select the Synchronization Report you want to view.

3. The Synchronization Report for the Backward scenario opens.

Create Difference Reports

A Difference Report compares the differences between the Master and the Replica at a
certain point in time. The comparison is performed using the same algorithms that are
used in the synchronization process, but no data is transferred. A Difference Report is
generated for each Replica and sent to the Manager at the end of the process. This can
be produced at any time.

Note: When you run a difference report on a SQL Server 2008/Windows Server 2008 R2
platform, differences are reported due to way in which SQL Server 2008 pre-allocates
buffer size. This difference does not impact database integrity.

Important! We do not recommend initiating the Difference Report when data is being
updated on the Master, since all updates that are not yet applied to the Replica will be
shown as difference.
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To create difference reports

1. Click the Difference Report % icon on the Standard toolbar, or select from the
Tools menu the Report, Difference report option.

The Difference report dialog opens with the same comparison methods as in the
Synchronization method dialog.

2. Choose the desired options, according to the instructions specified in How
Synchronization Works (see page 18).

3. Click OK.

At the end of the process, a Difference Report is generated for each replica, and all
the reports are sent to the Report Center.

Assessment Mode Reports

Arcserve RHA generates Assessment Mode Reports after you stop a scenario that runs
in Assessment mode. This Report displays statistics about the sum total of bytes that
were supposed to transfer from the Master to the Replica, from the initiation of the
scenario until it is stopped.

The sum total of bytes that were supposed to transfer is calculated for pre-defined time
units, called "Time Stamps". By default, a Time Stamp is calculated every 10 minutes.

Note: You can change the Time Stamp default interval in the ws_rep.cfg file, by entering
a new value for the AssessmentTimeSample parameter.

The Summary table of the Assessment Mode Report shows statistics about the
maximum, minimum and average size of the data that was supposed to transfer during
the scenario run. It also provides statistics about data that was supposed to transfer in
compressed form.
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Chapter 7: Editing and Managing Scenarios and

Hosts

This section demonstrates the manual configuration of a generic File Server replication
scenario, and explains the auto-discovery process for database applications. For more
detailed instructions scenarios tailored to specific applications such as Exchange Server
or SQL Server, see the appropriate Operation Guide.

After you create a scenario using the Scenario Creation Wizard, you can manually edit
most of its definitions. Although you cannot manually create a scenario from scratch,
you can click the Finish button at any point, close the wizard and continue the
configuration manually.

This section contains the following topics:

Define the Master and Replica Servers (see page 166)

Add Additional Replica Servers (see page 167)

Select Master Directories and Their Contents for Replication (see page 167)
Filter Master Directory Files (see page 171)

Synchronize Registry Keys (see page 176)

Auto-discover Database Files for all Databases (see page 180)

Select Replica Root Directories (see page 182)

Propagating Master Root Directories to Multiple Replica Hosts (see page 184)
Scenario Operations (see page 185)

Host Maintenance (see page 187)
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Define the Master and Replica Servers

Every scenario is automatically created with one Master and one Replica.

To define the Master or Replica host

1.

On the Scenario pane, right-click the Enter Master/Replica host name here text
and select Rename from the pop-up menu. Alternatively, double-click the required

text.

Scenatio  Edit Events View Tools Help
EOEO) ) EErENLNZ B

@ Snapshot Yiew Q;S Remote Installer Monitor ﬁJ Host Maintenance Monitor — _

Editing DR Online

FileServer

Changed Sert Dats  § Sert Files | Received D

Insert Hosk Ins

Received Fi I spoal

EHE1S harePaint 8 Remove Host CtHD
Scen n Frodust Made Server
= [» SharePoint FRunning HAZAR Online SharePoint Sery
Hasts Changed Sent Dats Sent Files Received D Received Fi I spoal
El =5 ISLXORWSPS07-1 1.24 GE 142 86 MB 44 - 0.00 By
- B ISLKORWSEPS 072 1.24 GE - 142,56 MB| 44 0.00 By

EHEl SharePoint 1

Enter the hostname or IP address of the host.

Press the Enter key, or click anywhere outside of the text field.

Save your changes by clicking the Save button.

After defining a new host, you need to define its root directories for the data

replication.

m To define the Master root directories, refer to Select Master Directories and

Their Contents for Replication (see page 167).

m  To define the Replica root directories, refer to Select Replica Root Directories

(see page 182).
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Add Additional Replica Servers

When creating a scenario using the Scenario Creation Wizard, you can define only one
Replica server for the scenario. To add more Replica servers to the scenario, follow the
instructions below.

To add additional Replica servers

1. Onthe Scenario pane, select the host (Master or Replica) under which you want to
add a server. Right-click it and select Insert Host from the pop-up menu, or select
Insert Host from the Edit menu.

A new Replica server entry opens.

Scenario Edit Events View Tools Help
BOE@D b B fE 0 E @by

&b Scenario View | 2] snapshot view S5 Remote Instaler Monitor % Host Maintenance Monior -

Editing DR
Hosts i Changed | Sent Data Sent Files | Received D | Received

Online FileServer

% Enter Master host name here.

B8 O Enter Feplica host name here,

EHETaSharePoint

2. Define the new Replica as you defined the other Replica host, and set its properties
and root directories.

3. Save your changes by clicking the Save button.

Select Master Directories and Their Contents for Replication

This section explains how to select directories and files on the Master for replication.

Notes:

m  Working with Master Root Directories dialog is possible only if the Engine is
installed and running on the host.

®m  You can also select registry keys for synchronization, as described in Synchronize
Registry Keys (see page 176).

Important! Special limitations apply to UNC paths (\\server\share) of remote root
directories. This path type is not supported as a source (on the Master) for real-time
replication. However, it can be the target for data replicated in real-time, meaning it can
be used to store data on the Replica. In this case, these root directories can even
support ACL replication.
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To select Master directories and their contents

1.

In the Scenario pane, select the name of the Master server whose data you want to
replicate.

In the Properties pane, click the Root Directories tab at the bottom. The Master
Root Directories information opens in the pane.

| R oot Directaries
Master 15LX0RWEXCHO7M' Fioot Directories [+]

| Filter

Master Root Directories
El= Directories -

) 2050

Right-click anywhere in the pane, and select Browse and Select Directories.
Alternatively, double-click the Master root directory named Directories.

The Master Root Directories dialog opens.

L= Master Root Directories

File Filter
& Mo filker

 nclude files  © Exclude files

| Apply |

«| ¥ e

B F e C/
BT 3 $RecpcleBin %
=3 2050

&3 Boot

T3 Ca_instal_log

I'D Docurments and Settings
E-IT[3 ExchangeSetuplogs

T3 exchangespl

I'D inetpub

I'D PerfLogs

F-TT T Proaram Files ;I

Directories Filter

EIE3 Directories
32050

4| |+

| o

LCancel | Y

The Master Root Directories dialog has two areas. The left area shows only
directories and sub-directories. The right area shows both directories and
sub-directories, and files in those directories. The checkboxes are for you to select
or clear. When selected, those directories or files will be replicated. Those not
selected are ignored.
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In the dialog's left area, select the directories that are to participate in the Master's
replication scenario, by clicking on the relevant checkboxes. These are the Master
root directories. The checkbox is selected, and the directory name is bold:

Notes:

When you select root directories for the Master or Replica servers, the total
character length of root directory plus subdirectory names should not exceed
1024 bytes.

If a root directory is a sub-directory, it remains bold and marked, and its parent
directory is marked with a grayed checkmark.

EjMaster Root Directories
File Filter
& Mofiter © Includefles  © Exclude files

E}--g [SLA0RWEXCHO?TM

F Destrib

1]

E||7»-c-ﬂ C:./
I_D tRecycle.Bin ¥ [3)Doc
=] 2050 =t
rr_—l Boot nstall
- Ca_install_log ¥ 5] autoru...
=3 Documents and Settings ¥ [£] main.ico
--I'D EwchangeSetuplogs v @ Setup....
®T3) exchangespl ¥ [Z] Setup.ini
=TT inetpub
F-TE3 PerflLags
& Froaram Files _"’I

Directories Filter
EDirectonies
/2050

| 3

oK

Lancel

| 4

All files and sub-directories belonging to the directory that is highlighted in the left

area are displayed in the right area.
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5. You can clear the check boxes of the sub-directories and specific files that appear
on the right area. They are then ignored from replication.

Note: If you clear any of the right area sub-directories and files, they are ignored,
but the root directory is still selected. However, it is marked with a grayed
checkmark.

6. When you have finished selecting all the directories and files you want to replicate,
click OK.

The selected directories now appear in the Root Directories pane under the Master
root directories column.

| R oot Directories 2
Master 1SL40RWEXCHO?M' Root Directories hd

haster Root Directories Filter

EB‘ Directories N
[ 42080 bg
(] Cilinetpub

Note: When working with SQL Server replication, databases that are added to the
already-selected root directories after replication starts, will not be replicated.

Edit Directory Names

You can edit the names of the Master root directories. However, when changing a root
directory name, you need to verify that such a directory actually exists on the Master
before you run the scenario. If you try to run a scenario with a non-existent Master root
directory, the scenario will not run and a critical error will be reported.

To edit a directory name

m  On the Root Directories tab, select the directory and enter a new name using
Windows conventions;

-0or -

Right-click the directory name, and select Rename from the pop-up menu.

Remove Master Root Directories

To remove a Master root directory

m  Right-click a directory entry and select Remove Directory from the pop-up menu.
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Filter Master Directory Files

The filtering options enable you to include or exclude files from the Master root
directories. These options do not select (or clear) items in the Master Root Directories
dialog. That has to be done manually. However, the filtering options enable you to
fine-tune your directory selection and display only the files that will be replicated.

For example, if you choose to include only text files, you need to select the required
directories and enter the filter parameter. Then, only text files that are stored in these
directories will be displayed on the left area of the Master Root Directories dialog.

k= Master Root Directories [ 7]
File Filker
 Mofiter & Includefiles ¢ Exclude files

I'D $Recycle Bin

- [0 2050

I_D Boot

I'D CA_install_log
--I‘D Dacuments and Settings
=-Em ExchangeSetuplogs
rD exchangespl

FD inetpub

-3 PerfLogs

I Program Files LI
Directaries Filter
D Directories Include files: ™ kat
Cac/2080
DE:#’inetpub
d [ 2
| | ok | LCancel | Y

The Master root directories filters enables you to use a variety of filtering characters,
such as characters, strings, wildcards, file names or extensions, etc. The following
standard wildcards are available:

Note: A "character" in this context refers only to alphabetical or numerical character.
®m  An asterisk (*) selects any number of characters/digits of all types.

m A question mark (?) selects any single character or numeric digit.

m A pound sign (#) selects itself or any numeric digit.

m  An "at"sign (@) selects itself or any single alphabetic character.

m  Entering other characters (one or many) selects for those specific characters.
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Include Files

A given filter selection applies to all files in all selected directories in the scenario.

The Filter options are as follows:

m  No filter - all the directories and files you manually select will be replicated. This is
the default option. Refer to Select Master Directories and Their Contents for

Replication (see page 167).

®m  Include files - ONLY the selected files or file-types will be replicated. Refer to
Include Files (see page 172).

m  Exclude files - ONLY the selected files or file-types will be excluded from replication,
and all others will be included. Refer to Exclude Files (see page 174).

When using Include files, only the files or file-types entered into the Filter box are
included in the replication scenario, and only if they are selected (checked). You need to
manually select the directories in which these file are stored, and if you manually clear a
file check box, you override the Include files option.

To include files

1. Onthe Master Root Directories dialog, manually select the directories on which
you want to apply the filter.
EjMaster Root Directories ﬂ

File Filter
& Mofiter ¢ Includefiles ¢ Exclude files

| Apply

EN=%
B e L/
--I'D $Recycle Bin %
=3 2050
-T2 Boot
E-[TCD CA_install_log
--I'D Documents and Settings
--I'D ExchangeSetuplogs
--I'D exchangespl
rD inetpub
-T2 PerfLogs
-7 Proaram Files _'I

Directonies Filker
EIED Directaries
[3c:2080

| ¥ ey

| | ]

| | oK | Lancel

4

Note: Alternatively, you can manually select the directory check box AFTER you
enter the filter parameters.
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2. Click the Include files option button at the top of the Master Root Directories
dialog. The Filter box is enabled with an asterisk (*) wildcard.

= Master Root Directories EHE

File Filter
 Mofiter % Includefiles  © Exclude files

[t

=Sk
EI|7-uP C:/
--I'D $Recycle Bin
=¥ [3 2050
=3 Boat
w T CAirstall_log
-7 Documents and Settings
-7 ExchangeSetuplogs
-3 exchangesp
--I7|:| inetpub
-T2 Perflogs
#- 71 Prooram Files ;I

Directones Filter
EIE3 Directories Inciude files: * bt
[T C:/2080
3L Anetpub

1 | o]

| Ok LCancel | Yy

3. Enter the file types you want to include in the Filter box using the appropriate
filtering characters. For example, include all files ending with the extensions *.txt
* exe. Separate the extensions using a space.

Note: Do NOT use a comma or a semi-colon to separate extensions. If a file name
includes blanks, enclose the complete file name between quotation marks ("").

4. Click the Apply button to filter the directories you selected according to the filter
parameters.

The only files that are displayed on the right area are those that meet the filtering
criteria.

5. [Optional] You can manually select or clear individual directories and files. This
action overrides the Include files option regarding the individual directory or file.

6. Click OK to save your root directory selection and close the Master Root Directories
dialog.
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Exclude Files

When using Exclude files, the replication scenario ignores any files that have been
filtered out (excluded), and includes all others.

To exclude files

1. Onthe Master Root Directories dialog, manually select the directories on which
you want to apply the filter.

k= Master Root Directories (2]
File: Filter
& Mofiter © Includefiles { Excluds files

| Apply |

EI|7<¢° C:/
I‘D $RecycleBin %
=-W[3) 2050
=73 Boot
E-I7CD CA_install_log
I‘D Documents and Settings
E-I7 30 ExchangeSetupLogs
=TT exchangespl
BT inetpub
=73 Perflogs
F-IT 3 Praaram Files _"I

Directaries Filker

B Directories
£ac:/2050

4| [F ey

4| | o

| | 0K | LCancel | Yy

Note: Alternatively, you can manually select the directories AFTER you enter the
filter parameters.
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2.

Click the Exclude files option button at the top of the Master Root Directories

dialog. The Filter box is enable

L= Master Root Directories

d with an asterisk (*) wildcard.
HE

File Filter

© Mofiter ¢ Includefiles (¥ Exclu

de files

E}"_% I15L<0RWEXCHO?M
E- 7 e C:/
rD $Recycle Bin
=V [ 2050
B3 Boot
--I'D CA_ingtall_lag

BT Documents and Settings ¥ [T tracing
BT (3 ExchangeSetuplags ~i3u
g sers
BT 3 exchangespl
: : ¥ (2 web
-3 inetpub i
=3 PerfLogs [V (3 wWindowsMob...
- Proaram Files ll ¥ (3 winsxs _'I
Directories | Filter
EIE Directaries Exclude files: ™
£ac:/2080
[T Anetpub
D Avfindoms
1| | o]
| | oK | LCancel 4

Enter the file types you want to exclude in the Filter box using the appropriate
filtering characters. For example, exclude all files ending with the extensions *.bat

*.dll. Separate the extensions

using a space.

Note: Do NOT use a comma or semi-colon to separate extensions. If a file name
includes blanks, enclose the complete file name between quotation marks ("").

Click the Apply button to filter the directories you selected according to the filter

parameters.

The excluded files are not displayed on the right area, and the displayed files are
the ones that will be replicated.

[Optional] You can manually select or clear individual directories and files. This

action overrides the Include fi

les option regarding the individual directory or file.

Click OK to save your root directory selection and close the Master Root Directories

dialog.
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Synchronize Registry Keys

In addition to synchronizing and replicating application data, Arcserve RHA enables you
to synchronize the Master and the Replica registry keys. Using the Registry
Synchronization option, you can select which registry keys on the Master will be copied
to the Replica, and define the synchronization frequency. You can copy the Master
registry keys to the same location on the Replica, or you can change the name and
storage path of the synchronized keys. If there are multiple Replica hosts in the
replication tree, the registry synchronization process is applied to all of them. The
registry keys are not replicated in real time. They are copied from the Master to the
Replica on a scheduled basis, according to the frequency you defined.

Important! Use this feature with caution. Changing registry keys may result in system
failure.
Notes:

m  This feature does not apply to applications that block the access to their registry
keys, or to applications whose registry keys cannot be altered.

m By default, the Registry Synchronization option is disabled.

There are several steps in configuring and running the Registry Synchronization option:

1. Activating the Registry Synchronization property (see page 176).

2. On the Master host, selecting the registry keys to be synchronized (see page 177).

3. [Optional] On the Replica host, selecting the name and storage location for the
synchronized registry keys (see page 179).

4. Running the scenario to start the registry keys synchronization (see page 125).

Activate the Registry Synchronization Option

The first step in configuring and running the Registry Synchronization option is activating
this option and defining its frequency.

Note: To configure Registry Synchronization properties, the scenario must be stopped.
To run scenarios that include Registry Synchronization, you must run Arcserve RHA using
a domain administration account.
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To activate the Registry Synchronization property

1.

In the Scenario pane, select the name of the scenario for which you want to activate
the Registry Synchronization property.

In the Properties pane, click the Properties tab at the bottom.
The Scenario Properties list appears in the pane.

Open the Replication group, select the Registry Synchronization property, and set
its value to On.

The Synchronization Frequency property appears under the Registry
Synchronization property.

EJJ Properties

Scenario Properties B4

Froperty Walue |

General
EI Replication
Mode Orline
Run after Reboot On
EI Registry Synchronization On

E Synchronization Freguency (min)
Systermn State Protection Off
Optional Settings
Event Notification
Report Handling

In the Synchronization Frequency value box, enter the number of minutes that will
pass between each registry keys synchronization.

Save your configuration by clicking the Save button on the Standard toolbar.

Now, you need to select on the Master host the registry keys that will be
synchronized (see page 177).

Select Registry Keys for Synchronization

The second step in configuring and running the Registry Synchronization option is
selecting the registry keys on the Master host that you want to synchronize.

Notes:

m  To select registry keys for synchronization, the scenario must be stopped.

®  You cannot select registry keys for synchronization through the Scenario Creation
wizard, only from the Properties pane of the Manager.

m  Only keys are displayed for selection. You cannot select specific values for

synchronization.
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To select registry keys for synchronization on the Master

1.

In the Scenario pane, select the name of the Master host whose registry keys you
want to synchronize.

In the Properties pane, click the Root Directories tab at the bottom. The Master
Root Directories information appears in the pane.

Right-click the registry object that corresponds to your operating system and select
Browse and Select Registry Keys from the shortcut menu. Alternatively,
double-click the Registry object that corresponds to your operation system - either
x86 or x64.

The Browse and select registry keys dialog opens and displays the Master host
registry keys list.

W HKEY_CURRENT_CONFIG
¥l Software

=V B9 System

I[ER HKEY_USERS

--I_E%g' HEEY_LOCAL_MACHINE
[ HKEY_CURRENT_LISER
- B HKEY CLASSES ROGT

oK | LCancel | y

Click the checkboxes of the registry keys you want to synchronize.
Notes:
m  You cannot filter registry key selection.

m If you are manually entering a name and a path of a registry key that does not
exist on the Master, the scenario verification may be successful, but the
scenario stops running and an error message is issued. You should only enter
the details of existing registry keys for replication.

When you have finished selecting all the registry keys you want to synchronize, click
OK.

The selected registry keys now appear in the Root Directories pane under the
Master Root Directories column.

Save your configuration by clicking the Save button on the Standard toolbar.

By default, the system automatically configures the Replica registry keys to be the
same as the selected Master registry keys. If you want to change the name and
storage location of the synchronized Replica registry keys, follow the instructions
described in the next section.
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Select the Name and Storage Location of the Synchronized Registry Keys

The third step in configuring and running the Registry Synchronization option is selecting
the name and storage location of the synchronized registry keys on the Replica host. The
system configures the Replica registry keys to be the same as the selected Master
registry keys by default, so this step is optional.

To select the path for storing the synchronized registry keys

1.

In the Scenario pane, select the name of the Replica where you want to store the
synchronized registry keys.

In the Properties pane, click the Root Directories tab at the bottom. The Replica
Root Directories information appears in the pane.

Master Root Directories | Filter v

Bl Directories
[ 2050

(3 cinstpub

B Registry <86

|
Iz

The registry keys selected on the Master for synchronization appear on the Replica
in the same location and under the same name.

You can change the default path and name of the Replica registry keys in two ways:

m  Replacing the default path and name with the path and name of existing
registry keys:

m  Right-click anywhere in the pane, and select Browse and Select Registry
Keys. Alternatively, double-click the name of the specified Replica register
key.

The Browse and select registry keys dialog appears.

m  Select the checkboxes of the registry keys you want use, and click OK to
save your selection.

m  Manually entering new path and name for the default values: double-click the
registry key name on the Root Directories pane, and manually enter a new path
and name.

Click the Save button on the Standard toolbar.

To start the registry keys synchronization, you need to run the scenario (see
page 125).
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Auto-discover Database Files for all Databases

To facilitate easy directory selection for standard databases that are supported by
Arcserve RHA, database directories and files are identified in the scenario by using
database APIs. Arcserve RHA displays the structure of the database and makes the
appropriate selections, which you may modify, if necessary.

The Arcserve RHA auto-discovery function automatically discovers all database objects,
related files and directories on your database or mail server - whether local or on a
network. This function is currently available for all supported applications.

Note: Auto-discovery is possible only if both the Arcserve RHA Engine and the database
are installed and running on the Master server.
To use auto-discovery for selecting database files

1. Onthe scenario pane, select the scenario whose database you want to
auto-discover, and make sure it is NOT running.

2. Onthe Framework pane, open the Root Directories tab for the Master.

The Auto-discovered database files icon appears in the Master Root Directories tab.

[Tl Root Directories ~ 3 X
Master "172.16.71.140° Root Directories b
Master Root Directories Filter
@@, Auto-discovered
[0 Directories
< >
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To start auto-discovery, double-click the Auto-discovered icon. Alternatively, select
the Auto-discovery of Database Files option from the Edit menu.

Note: If the user credentials you used to log in to the Manager are different than
the ones required for working with the Engine on the Replica, a User credentials
dialog appears, asking you to enter log on account details for the selected Replica.

The Autodiscovery dialog opens.

£| MS Exchange Server Autodiscovery _||E|f'5__<|

Select databases for replication

Database Full Path
V¥ =48 Microsoft Exchange Server
7 28 QAIS-W2KI-EX]
~ = InformationStore
= I First Storage Group
= 2 Log File Path [23) C:/Program Files/Exchsrvr/mdbdata
¥ 2 System Path (23 C:/Program Files/Exchsrvr/mdbdata
V¥ =8 Mailbox Store (QAIS-WZKI-EXT)
V¥ [5) EDE File Path [ C:/Program Files/Exchsrvrimdbdata/priv1.edb
~ 2 5TM File Path [ C:/Program Files/[Exchsrvrimdbdata/privl stm
= =I5} Public Folder Store (QAI5-W2K3-EX1)
= [5) EDE File Path [l C:/Program Files/Exchsrvr/mdbdata/publ edb
~ 2 5TM File Path [8) C:/Program Files/Exchsrvr/imdbdata/publ.stm

The Auto-discovery dialog displays all database directories and files that were
auto-discovered.

Select the checkboxes beside the items you want to replicate, and clear the items
you want to exclude from replication. Then, click OK to save your root directory
selection and close the Auto-discovery dialog.
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Select Replica Root Directories

You must select the Master directories before this function becomes available. For each
Master root directory, you must define a Replica root directory on each related Replica.

Important! Special limitations apply to UNC paths (\\server\share) of remote root
directories. This path type is not supported as a source (on the Master) for real-time
replication. However, it can be the target for data replicated in real-time, meaning it can
be used to store data on the Replica. In this case, these root directories can even
support ACL replication.

Note: Browsing for a directory is possible only if the Engine is installed and running on
the selected server.
To select Replica root directories

1. Inthe Scenario pane, select the name of the Replica where you want to store
replicated data.

2. Inthe Properties pane, click the Root Directories tab at the bottom. The Replica
Root Directories information appears in the pane.

B Root Directories

Replica 15LX0RWEXCHO?R' Roat Directories A

Replica Root Directories | haster Root Directories L
EI% Directaries of Exchange

3 ciprogram filesimicrasoftfexchange cfpragram files/micrasoftfexchange serverimailbomdfirst

ks

Important! The Scenario Creation Wizard automatically configures the Replica root
directories to be the same as the Master root directories. If you want to keep this
configuration, ensure that your Replica server has the same drive letters as the
Master server, and that the selected directories on the Replica do not contain data
you want to save.

182 Administration Guide



Select Replica Root Directories

To change the default Replica root directories, right-click anywhere in the pane, and
select Browse and Select Directories. Alternatively, double-click the name of the
specified Replica root directory.

Note: If the user credentials you used to log in to the Manager are different than
the ones required for working with the Engine on the Replica, a User credentials
dialog appears, asking you to enter log on account details for the selected Replica.

Arcserve RHA connects to the Replica server and opens the Browse and Select
Replica Directory dialog opens.

M Browse and Select Replica Directory _ (O]

Select target directony in |SL=0RWEXCHO?R
[141.202.226.18)

[T Documents and Settings
®.3) ExchangeSetuplogs
-7 exchangespl

D inetpub

=7 Perflogs

r_—l Program Files

D Program Files [=86]
r_—l ProgramD ata

=@

=

ok Cancel | .

The Browse and Select Replica Directory dialog displays the Replica server's
directory list.

Select a Replica directory to hold the corresponding Master directory. Repeat this
for each Master directory.

In order for the replication process to succeed, verify that the user under which the
Engine is running has permission for each replication root directory.

Note: The Replica root directory does not have to actually exist. You can enter the
directory name by selecting the entry using the standard Windows conventions and
Arcserve RHA creates it when the replication starts.

Click OK to save your selection and close the Browse and Select Replica Directory.
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Propagating Master Root Directories to Multiple Replica Hosts

Arcserve RHA enables you to propagate the root directories you set for the Master to
multiple Replica hosts at once. Instead of separately configuring the root directories of
each Replica host, in a click-of-a-button you can distribute the root directory of one

Master to as many Replica hosts as you want. This option is particularly useful for a
scenario that has many Replica hosts.

Note: The scenario must be stopped to apply root directory changes.

To propagate root directories

1.

On the Scenario pane, select the Master whose root directories you want to
propagate.

On the Framework pane, click the Root Directories tab at the bottom. The Master
Root Directories information appears in the pane.

On the Master Root Directories pane, right-click the root directory you want to
propagate and select Propagate Value from the shortcut menu.

Click the Propagate Value command. The Propagate Value dialog opens.
EJJPropagate Root Directory !EE

Select hosts, where the oot directory will be changed to c:/program files,

Scenarios/Hosts | Current Value
= # Exchange
EF ISLXORWEXCHO7H c:/program_
W ISLHORWESCHO?R c:/program..

| 6

. |

The Master and all Replica hosts in the scenario appear in the dialog, along with
their selected root directories. The root directory you selected for propagation is

displayed above the Scenarios/Hosts table, and in the Current Value column
marked in red.

To propagate the root directory to all Replica hosts, click OK.

Note: To exclude hosts from the root directory value propagation, clear their check
boxes, and then click OK.

After the Propagate Value dialog is closed, click the Save button on the
Standard toolbar to save and apply your changes to all hosts.
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Scenario Operations

Save Scenarios

Remove Scenarios

The following sections describe scenario operations:

Save Scenarios (see page 185)

Remove Scenarios (see page 185)

Export Scenarios (see page 186)
Import Scenarios (see page 187)

There are two methods of saving scenarios, either per scenario or by a global saving of
all scenarios.

To save scenarios

On the Scenario pane, select the scenario and click the Save icon, or select the Save
option from the Scenario menu.

-0or -

Click the Save All icon or select Save All from the Scenario menu, to save all
scenarios on the Manager.

Important! Before removing a scenario, make sure you want to permanently delete it.
There is no undo action.

To remove a scenario

1.

On the Scenario pane, select the scenario and right-click it.
A pop-up menu appears.

From the pop-up menu, select the Remove option.

A message appears asking you to confirm the removal.

Click OK. The scenario is permanently removed.
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Export Scenarios

You can export scenarios to other locations in order to reuse them.

To export a scenario

1. Onthe Scenario pane, select the scenario you want to export. Then, right-click it
and select Export, or select the Export option From the Scenario menu.

The Export scenario dialog is opened.

Export scenario ﬂ E
Save i IwLocaIDisk 1)) j Q F G-

|r20s0,

|\ “build

Eancuments and Settings

Eloeminst %
\_"1PerfLogs

\"1Program Files

\CIWINDOWS

\Ciwmpub

File name: IFiIeServer j Save
[

Save as bupe: | Ch ARCserve BHA scenario [*.smc) Canesl

i

2. Name the scenario and click the Save button to save it.

The scenario is saved as a *.xmc file.
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Import Scenarios

You can import .xmc files that contain saved scenarios to your Manager. Use this option
if you want to relocate scenarios from one workstation to another, or if you want to use
older scenarios that were kept in your system.

To import a scenario

1. From the Scenario pane, click Scenario Group.

2. From the Scenario menu, select the Import option.

An Import scenario dialog opens.

Import scenario ﬂ
Lock in: | < Local Disk [C:] e NE i

| Ez0s0;

=) build

E] Documents and Settings %
I oeminst:

|5 Perflogs

|- Program Files

L) WINDOWS

| wmpub

File: narne: I ﬂ Open I
Filez of type: ID’-‘-.AF!ES&WE RHA zcenario [*.xme) j Cancel |
F

3. Locate the scenario you want to import and click Open.
The scenario is imported to the Manager and appears on the Scenario pane.

4. Select your required options and click OK.

Host Maintenance

The following sections explain the Host Maintenance option, and describe how you can
prepare your hosts for maintenance procedures.
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Understanding the Host Maintenance Option

The Host Maintenance option enables you to perform maintenance procedures, such as
rebooting a host or moving groups between Microsoft Cluster nodes, without
performing re-synchronization once these processes are completed. Usually, when the
online replication process is critically interrupted, there is a need to compare the data
between the source and target hosts and make it identical, to ensure the data integrity
before the replication can continue. This resynchronization process consumes time and
resources. The Host Maintenance option enables you to prepare your replicated system
for planned maintenance procedures and avoid resynchronization.

The hosts that can be prepared for maintenance need to participate in running
scenarios. The preparation is done on one host at a time, but this host can participate in
multiple scenarios. In these scenarios the host can function both as the Master and the
Replica. When a host participates in a scenario that is not running, the preparation that
relates to this scenario will not occur. For example, a host can participate in both File
Server and Exchange scenario. If before you start preparing the host, the File Server
scenario is not running, only the Exchange services will be stopped during the
preparation and the Server shares will remain intact.

When the selected host functions as the Master, during the preparation process either
the DB services or File shares are stopped, depending on the scenario type. Then, all
changes that occurred until that moment are passed on to the Replica. Once the Replica
sends to the Master an acknowledgment that all changes were applied and the data
integrity is ensured, the scenario is suspended and the host is ready for maintenance.
When the selected host functions as the Replica, the changes that were sent to it are
applied, and the Master stops sending new changes. The new changes are saved in the
meantime in the Master's spool for future update. Then, the scenario is suspended and
the host is declared as ready for maintenance.

Once the maintenance procedures are completed, Arcserve RHA seamlessly resumes
the real-time replication, avoiding any delay or disruption that data re-synchronization
may cause.

Important! This option applies to Database and File Server applications. It supports both
Replication and HA scenarios. However, when using this option for File Server scenarios,
and you have applications that are running locally on the host you want to reboot, you
need to manually stop them before starting the host maintenance preparation, and
manually restart them after the maintenance is completed.
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Preparing Hosts for Maintenance Procedures

To prepare your hosts for maintenance procedures

1.

On the Scenario pane, verify that the scenarios whose host you want to reboot are
running.

Notes:

m  You do not have to run all the scenarios in which the host participates. The
preparation will be done only on the parts that involve the running scenario,
for example, Exchange services in the case of Exchange scenario.

m  The host maintenance preparation cannot be performed during
synchronization. If a scenario currently synchronizes, wait until it completes.

Click the Launch Host Maintenance LE]J button, or select Launch Host Maintenance
from the Tools menu.

The Host Maintenance wizard opens.

The Host Maintenance wizard displays all hosts that participate in the running
scenarios.

Note: If the same host appears under different names/IPs in different scenarios, it
will appear several times in this page.

Select the host you want to prepare for maintenance, and click Next.
The Maintenance Procedure page opens.

The Maintenance Procedure page displays the details of the scenarios in which the
selected host participates.

On the Select maintenance procedure section on the left, select the operation you
want to perform and click the Start button.

On the Event pane, a message appears saying: Preparing for reboot. Then, another
message appears saying: Ready for reboot.

Note: If a message appears saying: Not Ready for Reboot, it means that the
preparation did not succeed, and after you reboot the host, re-synchronization will
be performed.

Simultaneously, on the Scenario pane the scenario state is changed to Ready for
HM.

I?',;'File Server Scenarios

Scenano State Connectivity Product Mode
= [» File Server Ready for HM DR Online
Hostz Changed Synchronzed Filez In spool
= R T T Y M T T
=17216.40.57 213.20 MB 390.41 MB 6810 0 Bytes
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Note: The scenario's state that appears on the Scenario pane refers only to the
Master host's state. Therefore, if the host you are preparing for maintenance is
functioning as the Replica, you will not see its changing status in the Scenario pane,
only on the Event pane and the Host Maintenance Monitor.

To view the status of the selected host and the scenarios in which it participates,
select from the View menu the Active View, Host Maintenance Monitor option, or

click the Host Maintenance Monitor E button.
The Host Maintenance Monitor view opens.

The Host Maintenance Monitor displays all the requests for maintenance
preparation. A maintenance request disappears from the Monitor when the
involved scenario is either stopped or run. You cannot perform actions through the
Monitor, which only displays information about the status of the current requests.
The only action you can do is opening the Host Maintenance wizard by clicking
anywhere in the screen and selecting Launch Host Maintenance.

In this Monitor, the displayed host name is its fully qualified name, and not the
name under which it appears in the scenarios. All the scenarios in which this host
participates appear in the Monitor.

After you received the message informing you that the host is ready for reboot, you
can reboot your host or switch groups between cluster nodes. Once you completed
your maintenance procedures, the replication process automatically resumes,
without performing re-synchronization.

Note: If after preparing the host for maintenance, you decided not to reboot it and
continue running its scenarios, you need to stop the scenarios and re-run them.
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This section describes how to configure scenario properties, and provides the list of the
scenario properties, their corresponding values, and an explanation of each property.

This section contains the following topics:

Configure Scenario Properties (see page 191)

Understanding Scenario Properties (see page 192)

Schedule Synchronization (see page 200)

Setting Master and Replica Properties (see page 203)

Change Configuration when a Scenario is Running (see page 226)
Protect Your System State (see page 227)

Configure Scenario Properties

Scenario Properties determine the entire scenario's default behavior concerning
synchronization method, replication mode, event notification, reporting, and more.

Notes:

m  The Properties pane and its tabs (Root Directories, Properties, Statistics) are context
sensitive, and change whenever you select a different node from a scenario folder.

m  Some scenario properties may be changed while the scenario is running. For more
information, see the topic, Change Scenario Configuration. (see page 226) To
change other scenario properties, you must first stop the scenario.

Each scenario is identified by its specific Product type, Server type and unique Scenario
ID. The values of these items cannot be modified.
To set or change scenario properties

1. Onthe Scenario pane, select the scenario its properties you want to configure. On
the Framework pane on the left, the Scenario Properties list opens.

Note: A running scenario has a gray background, and scenarios that are not running
have a white background.

2. If the scenario is running and the property you wish to change is one that cannot be

changed while the scenario is running, click the Stop g button on the toolbar. The
scenario is stopped.
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3. Onthe Scenario Properties list, open the desired group, select the required
property, and select or enter the appropriate values. Some values can be manually
entered in an edit box field, while others can be selected from a combo box or IP
control by clicking the default value.

4. After you set the required properties, click the Save button on the Standard
toolbar to save and apply your changes. Restart the scenario.

Understanding Scenario Properties

This section lists the scenario properties, corresponding values, and provides an
explanation for each property. The properties are listed according to their location in
the respective property group:

m  General (see page 192)
m  Replication (see page 193)
m  Event Notification (see page 198)

m  Report Handling (see page 199)

m  Configure Scenario Properties (see page 191)

General Properties

The properties in this group cannot be changed. The Product Type and Server Type
properties are set during the creation of a new scenario. The Scenario ID property is
given automatically by the system. To change these properties, you need to create a
new scenario.

Product Type

Either Replication or HA (High Availability).
Server Type

The type of application or database server that participates in the scenario.
Scenario ID

The unique ID of the scenario.
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Replication Properties

Replication includes the following properties:

Mode

Arcserve RHA supports the following replication modes:

; Properties

Scenario Properties

_'v

=+'- Optional Settings
User Credentialz
+E\rent Notification
'.+'Hep|:|r1 Handling

Fropetty Yalue
+ General
- Replication
Mode Online
-.'-'Hun after Reboot On
Hegistry Synchronization Off
Swstem State Protection Ciff

A

ladministrator

Online

The Online replication mode activates real-time replication. Changes are
replicated continuously, in real-time, using the XOMF driver.

The Online mode replicates all changes of files, even if files that are always
open (as is the case of most database and mail servers). This mode maintains
the order of file system operations. In this mode, the Engine records all I/O
operations related to the root directories in journal files. The journal files are
then sent to the Replicas where the operations that were recorded in the
journal are replayed on the replicated files.
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m  Scheduled

Scheduled replication mode is really nothing more than an automatically
performed synchronization. The synchronization can be initiated either by a
manual activation, or according to a pre-defined schedule, say every few hours
or once a day. This replication mode does not differ in principle from a
synchronization performed as part of initializing replication. Although there is
no online replication in this mode, online changes made during synchronization
are replicated.

When the Scheduling option is selected, two options are enabled:
m By User Request

Synchronization is activated by a user running synchronization from the
Manager, or PowerShell.

m  Weekly Activity

In the Weekly Activity setting of the Scheduled mode, servers are
synchronized at a scheduled, fixed time. When you select this option, you
need to set the schedule for the recurring synchronization.

For a detailed description of synchronization scheduling, refer to Schedule
Synchronization (see page 200).

m  Periodic Replication

File changes are not replicated continuously, but periodically aggregated.
Aggregated changes are then propagated to the Replica on a scheduled
basis. In Scenario Properties, under Replication, expand Mode and set the
Schedule and Schedule Setting properties.

You may experience delays when applying replication data depending on
the data size and number of files to apply, because the process assures
data consistency. You can set the parameter, KeepUndoForPeriodic, to
false to halt generation of the undo file and speed up the application of
aggregated changes, but should not do so for database scenarios. This
parameter is in the ws_rep.cfg file.

m  Run after Reboot

If the Master is rebooted, Arcserve RHA automatically re-synchronizes the
Master and the Replica after the reboot.

m  Automatic Synchronization

Synchronization ensures that a set of folders and files on a Replica server
involved in a scenario is identical to the set on the Master.
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m  Synchronization Type
m  File Synchronization

Compares files on the Master and Replica servers, and whenever they are
different, copies the entire missing or modified files from Master to Replica.

In order to synchronize your data for the first time, you need to choose the File
Synchronization mode for each scenario. In subsequent cases, this
synchronization type is best suited for File Server (a large number of small and
medium sized files), preferably with the checked Ignore Files of Same
Size/Time option. This may significantly decrease synchronization time.

m  Block Synchronization

Performs a block-by-block comparison of the Master and Replica files, and
copies over only those blocks that are different. When differences exist
between files, instead of requiring the transfer of the entire file, the block
synchronization transfers only changes.

Block synchronization is the method appropriate for database applications,
such as MS Exchange, Oracle or SQL Server. You should use this method while
clearing the Ignore Files of Same Size/Time option (unless database files are
closed on the Master server).

m Ignore Files of Same Size/Time

Skips comparison of files with the same path, name, size and modification time.
This assumes that the files are identical.

Select this option when you are absolutely sure that files of this type are indeed
identical. This option is best suited for File Server scenarios. It is not
appropriate for database files for such applications as Exchange, SQL, or Oracle,
since these databases modify files (leaving them open) without changing file
modification time. You can use this option in database scenarios only when
synchronized databases are un-mounted and files are closed on the Master
server.

This option can reduce the overall synchronization time dramatically, but you
must remember that this comes at the expense of content verification.

Registry Synchronization

When set to On, this option enables you to synchronize the Master and the Replica
registry keys on a scheduled basis.

For a detailed description of registry synchronization, refer to Synchronize Registry
Keys (see page 176).

System State Protection

When set to On, this option enables you to save snapshots of the system and boot
files of the Master on the Replica. To activate this option, you need to set the
System State Protection schedule, and to define which Replica host will store the
snapshots. For a detailed description, refer to Protecting Your System State (see
page 227).
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Optional Settings

Replicate NTFS Compress Attribute

(For Windows only) Replicates compress attribute of files or directories during
synchronization and replication.

Replicate ACL
Replicates ACLs for files and directories during synchronization and replication.
Retain Local Account Names (On) (For Windows only)

RHA engine retains the local name in the Replica machine. Before you run
the scenario, manually create the same local users or groups in both
Master and Replica. Use this property for workgroup environments.

Synchronize Windows Shares

If a directory has been set to allow sharing, then setting this Share option to On
duplicates the property in the replicated directory. This occurs only during
synchronization and on Windows OS.

Keep the Archive Attribute on Replica

If the master and replica files are identical, then do not change the archive
attribute on replica during synchronization.

Prevent Automatic Re-sync upon Error

An uncommon critical error on the Master can stop the replication
continuance. In this case, setting this option to On prevents automatic
re-synchronization. When this option is Off, re-synchronization starts
automatically upon an error occurrence.
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m  Stop the scenario when a disk/spool is full

For scenarios configured with multiple Replica servers, this property lets you
choose to stop only the affected Replica or the entire scenario when a spool or
disk on any Replica is full. Set this property to Off to stop only the affected
Replica and On to stop the entire scenario.

m  Number of Streams

This property lets you more effectively use bandwidth in a high latency (WAN)
environment. You can use the GUI or the ws_rep.cfg file to set this property to
a value between 1 and 10. The default value uses a single stream, but is
over-ridden by any value set in the ws_rep.cfg file. Any other value set in the
GUI overrides the ws_rep.cfg setting.

The property opens a number of streams to send and receive data equal to the
value you specify, and can be used with Bandwidth Scheduling. (see page 223)

Important! In LAN environments, you should use one stream.
m  User Credentials

Lets you enter the user credentials to access the host folder. If the user has no
permission to access the root directory, then scenario will not run.
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Event Notification Properties
Notification

When an event occurs, you can set the system to run a script, send an email
notification, or write it to Windows event log.

Notify by Email

Defines whether to send the details of an event by email to a specified address.
If several events occur immediately one after the other, the system aggregates
them and sends their details in one email.

m  On Error Only - Set to On to receive email notifications when the
application detects errors.

m  Mail Server

Enter the mail server hostname or IP.
m  Mail Server Port

Enter the port number for the mail server.
m  Authentication Settings

Click to open the Mail Authentication Settings dialog and enter mail
authentication details such as user name, password, and proxy settings.

m  Email Address - To
Enter the receiver email address.
m  Email Address - From
Enter the sender email address.
Execute Script
Specifies a script to run whenever an event occurs.
m  Script Name (full path)

Enter the name and full path of the script that is invoked once an event
occurs.

m  Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Any arguments entered here follow the argument sent
automatically by Arcserve RHA, which include the event details written in a
notification file. Arguments entered here are static values.

Note: On Windows x64, you cannot run scripts that activate applications with
ul.

Werite to Event Log

Writes the events to the Windows event log.
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Report Handling Properties

Report Saving

Enter the report saving settings.

Report Directory

Specifies the location where the reports are saved.

Report Retention (days)

Specifies the number of days to retain replication reports. The default is
Unlimited.

Notify by Email

Defines whether to send reports by email to the specified address.

Mail Server

Enter the mail server hostname or IP.
Mail Server Port

Enter the port number for the mail server.
Authentication Settings

Click to open the Mail Authentication Settings dialog and enter mail
authentication details such as user name, password, and proxy settings.

Email Address - To
Enter the receiver email address.
Email Address - From

Enter the sender email address.

Execute Script

Specify a script for Arcserve RHA to run whenever it generates a report.

Script Name (full path)

Enter the name and full path of the script that is invoked once a report is
generated.

Arguments

Additional arguments to pass to the script specified in the previous
property. Any arguments entered here follow the argument sent
automatically by Arcserve RHA. This argument defines the full path of the
generated report file and its type. Arguments entered here are static
values.

Note: On Windows x64, you cannot run scripts that activate applications with

ul.
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Schedule Synchronization

When selecting a scheduled replication mode it means that synchronization will be
performed automatically on a regular basis. Once you select this option the following
flexible scheduling capabilities are offered:

Synchronization on selected days of the week and for specific hours in a 24-hour
cycle.

Synchronization over selected periods (for example, once every 36 hours) in a 7-day
cycle.

Exclusion of specific dates.

To open the schedule

1.

On the Scenario Properties list, open the Replication group. On the Mode property,
select the Scheduling value.

The Schedule option appears.

On the Schedule option, select the Weekly Activity value. Then, on the Schedule
Settings property, click the Not Set value.
Bij Properties

Scenario Properties n

Propery Yalue |

General
E| Replication
E =] Mode Scheduling
B =] schedule Weekly Activity

E Schedule Setting

The Schedule Setting dialog appears.

[ Schedule Setting

i Set 4 Clear | Every |4 3: hoirs: Apply |
Daysitiows | 0| 1] 2] afafs|e]7]e]afmw|un]2]1a[1a[s5]18]17] 18] 19] 2] 21]22] 02
Sunday
Monday
Tuesday
‘wednesday
Thursday
Friday
Saturday

— Excluded dates

I 031572010 b Add Bemove |

Advanced oK Cancel
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3. Set the schedule for automatic synchronization according to the guidelines
described in the following sections.

The following figure shows a sample scheduling setting in which the solid blue
rectangles indicate the days and hours scheduled for synchronization. The excluded
dates area lists the specific dates on which synchronization is not performed.

Schedule Setting ]
— Schedule Setting

Set LClear Every Id 3: hours Apply

Daps/Hours

Sunday
Monday
Tuesday

W1|2‘3|4ws|7|a‘5W11|12|13|14w15|17|1e‘15@2w‘22|23
[

wednesday
Thursday
Friday
Saturday

— Excluded dates

D3/15,2010 j e —

tonday, March 15, 2010

Advanced oK LCancel

Set a Schedule for Automatic Synchronization

The following instructions describe how to set and clear hours and days in the Schedule

Setting dialog for automatic synchronization.

To set a specific hour/day

m  Select a single rectangle for a specific hour/day. Click the Set button to actually
mark and enable that hour/day.

To set a specific hour for each day in the week

m  Select a column and click the Set button.

To set each hour in a specific day in the week

m  Select a row and click the Set button.

To set a repetitive cycle

m  Enter a valid number of hours in the Every box, and click the Apply button.

Note: More than one rectangle can be simultaneously set by clicking and dragging the
mouse. You can also use the Ctrl and Shift keys to set several dates at once.
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To clear a setting
m  Use the same technique of selecting, and click the Clear button.

Important! If synchronization is running, and the next scheduled synchronization hour

comes up, the new synchronization stops the current one and starts again from the
beginning.

Exclude Dates from Scheduled Synchronization

You can set specific dates that will be excluded from the automatic synchronization.

To exclude dates from automatic synchronization

m  |n the Schedule Setting dialog, on the Excluded dates section select or enter the
excluded date in the dates box. Then, click the Add button.

The selected date appears in the Excluded dates list.
Excluded dates

0172272008 Y a9

Tuesday, January 15, 2008

Remave

To remove an excluded date

m  On the Excluded dates list, select the entry, and click the Remove button. Multiple
entries can also be selected by dragging the mouse over them.
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Set Advanced Schedules
The Advanced Schedule Setting page allows you to set times that are not on the hour.
—Schedule Setting
[ sunday N — Set Clear |
Every 0400 =

Sunday, 12:29
Sunday, 16:29
Sunday, 20:29

tdonday, 20:29
Tuesday, 00:29
Tuesday, 04:29

‘Wednesday, 04:29
Wednesday, 08:29
Wednesday, 12:29

Thursday, 12:29
Thursday, 16:29
Thursday, 20:29

Friday, 20123

Saturday, 00:29
Saturday, 04:29
Saturday, 08:29
Saturday, 12:29
Saturday, 16:29

Sunday, 04:29
Sunday, 08:29

tonday, 0023 Tuesday, 08:29 Wednesday, 16:29 Friday, 00:29
tonday, 0d:23 Tuesday, 12:29 Wednesday, 20:29 Friday, 04:29
tonday, 08:29 Tuesday, 16:29 Thureday, 00:29 Friday, 02:29
tonday, 1229 Tuesday, 20:29 Thureday, 04:29 Friday, 12:29
tonday, 16:29 “Wednesday, 00:29 Thursday, 02:29 Friday, 16:29

Saturday, 20:29
Sunday, 00:29

— Excluded dates

03M15/2010 - Add Bemove |

tonday, March 15, 2010

Standard ok Lancel

To open the Advanced Schedule Setting page

m  |nthe Schedule Setting dialog, click the Advanced button at the bottom.

To return to the Standard Schedule Setting dialog

®  In the Advanced Schedule Setting page, click the Standard button at the bottom.

Setting Master and Replica Properties

This section describes how to configure the Master and Replica properties, and provides
the list of their properties, the corresponding values, and an explanation of each

property.

Related Topics

m  Configure Master or Replica Server Properties (see page 204)

m  Understand Master Properties (see page 205)

m  Understand Replica Properties (see page 211)

m  Schedule the Bandwidth Limit (see page 223)

m  Propagate Property Values (see page 224)

Chapter 8: Setting Properties 203



Setting Master and Replica Properties

Configure Master or Replica Server Properties

To configure Master or Replica properties, the scenario must be stopped.

To set Master or Replica properties

1.

On the Scenario pane, select the Master or Replica whose properties you want to
configure.

On the Framework pane on the right, the Master/Replica Properties list opens.

Master [Active] 'ISLXORWEXCHO?M' Properties :

Froperty | Value |

Host Connection
Replication
Spool

Event Motification
Reporls

[:3 Roat Directories Froperties ﬁ High Awailability Properties

Note: A running scenario has a gray background, and scenarios that are not running
have a white background.

If the scenario is running, click the Stop Q button on the toolbar. The scenario is
stopped.

On the Master/Replica Properties list, open the desired group, select the required
property, and select or enter the appropriate values. Some values can be manually
entered in an edit box field, while other values can be selected from a combo box or
IP control by clicking the default value.

Click the Save button on the toolbar to save and apply your changes.
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Understanding Master Properties

This section lists the Master properties, corresponding values, and provides an
explanation for each property.

Note: On Windows x64 systems, you cannot run scripts that activate applications with a
graphical user interface.

The properties are listed according to their location in the respective property group:

m  Host Connection (see page 205)

m  Replication (see page 206)

m  Spool (see page 207)

m  Event Notification (see page 208)

m  Reports (see page 209)

Host Connection Properties on the Master
Management IP Address

Enter the IP address of the Master host. If the Master name is changed, the IP
address is updated. The Master can also be changed by entering another IP address
in this field.

Replication IP address

Enter the replication IP address of the master host. If the replication IP is provided,
the engine uses it to transfer data during synchronization and replication instead of
the management IP address.

Port Number

Enter the number of the incoming port that are used for TCP communications. This
port number can be changed to any unused port. Since the Engine uses only one
port, make sure that the Engine uses the port that is specified here. The default
port number is 25000.

HTTP Proxy Server Configuration

Allows data replication using an HTTP proxy server. To use a proxy server, configure
the HTTP proxy server on the master.
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Replication Properties on the Master

Run Script before Synchronization

Triggers a script to run before each synchronization. The synchronization process
does not start until this script run is completed.

Script Name
Enter the full name and path of the script.
Arguments

Arguments to pass to the script that is specified in the previous property.
Arguments are static values.

Run Script after Synchronization

Triggers a script to run after each synchronization. The synchronization process
does not wait for this script run to finish.

Script Name
Enter the full name and path of the script.
Arguments

Arguments to pass to the script that specified in the previous property.
Arguments are static values.

Compress Data during Transfer

Compresses data before sending it to the Replica. This option optimizes bandwidth
and transfer time. If the Master host is a busy production server, we recommend
activating this feature on the first-level Replica that resides on the same LAN, and
not on the Master.

m  Compress data is resource consuming, and impacts server performance. If the
typical file format being transferred does not compress much, this option is a
waste of processing power and time. Although the transmission bandwidth can
be lessened, the overall replication time is a function of compressibility and
available power.

m  Already compressed files such as .zip, .rar, .gz, .jpeg, etc., and any small file
whose size is less than 512 bytes, are not compressed.

10 Throttling During Synchronization

Enables you to control I/0 throttling during synchronization.

Enable Scheduled Bookmarks (Only for DB Scenarios)

This property lets you create periodic bookmarks for DB scenarios according to the
schedule you set. Use the generated bookmarks in Rewind for periodic recover
points. This feature in only for DB scenarios such as MSSQL and Exchange scenarios.

Default: Every two hours
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Spool Properties

Run Script upon Trigger File Creation

[For File Server only] Defines whether special actions should be triggered via a
script, when a specified trigger file appears.

Trigger File Name

The name of the file that triggers the script, which is specified in the next
property. The script is triggered once the file creation event occurs.

Script to Run
—  Script Name

This script is invoked, when the trigger file that is specified in the previous
property is created. Enter the full name and path of the script.

- Arguments

Arguments to be passed to the script specified in the previous property.
Arguments must be static values.

User Credentials

Lets you enter the user credentials to access the host folder. If the user has no
permission to access the root directory, then scenario will not run.

The spool is a folder on a disk where data to be replicated is temporarily stored (that is,
spooled). The spool stores changes captured during replication for some period of time
before applying them to the Replica server. The spool parameters determine how much
disk space is available for the spool. In most cases, the default values are sufficient.
However, if you choose to change this value, it should be at least 10% of the total
dataset size.

Max Spool Size

Enter the maximum spool size allowed. This disk space is used only if needed - it is
not pre-allocated. The default is Unlimited. To enter a value of Unlimited, enter a
zero.

Min Disk Free Size

Enter the free disk space threshold at which the system issues an error and stops
replication.

Spool Directory

Enter the directory to be used to store the spool. The default directory is
INSTALLDIR/tmp on Windows.

Important! If you change the spool location, remember to remove the new path
from file level antivirus scans: both scheduled and real time.
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Event Notification Properties
Notification

When an event occurs, you can set the system to run a script, send an email
notification, or write it to the Windows event log.

Notify by Email

Defines whether to send the details of an event by email to a specified address.
If several events occur immediately one after the other, the system aggregates
them and sends their details in one email.

m  On Error Only - Set this option to On to receive emails when the
application detects errors.

m  Mail Server

Enter the mail server hostname or IP.
m  Mail Server Port

Enter the port number for the mail server.
m  Authentication Settings

Click to open the Mail Authentication Settings dialog and enter mail
authentication details such as user name, password, and proxy settings.

m  Email Address - To
Enter the receiver email address.
m  Email Address - From
Enter the sender email address.
Execute Script
Specifies a script for Arcserve RHA to run whenever it sends a report.
m  Script Name (full path)

Enter the name and full path of the script that is invoked once an event
occurs.

m  Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Any arguments entered here follow the argument sent
automatically by Arcserve RHA, which include the event details written in a
notification file. Arguments entered here are static values.

Werite to Event Log

Writes the events to the Windows event log.
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Reports Properties
Generate Synchronization Report
Specifies whether to generate a synchronization report.
Generate Detailed Report
Specifies whether to generate a detailed synchronization report.
Generate Replication Report

Specifies whether to generate a replication report. Since replication is continuous,
specify the frequency of the report generation in the property below.
Generation Frequency (hours)

Specifies how often to generate the replication report.
Generate Detailed Report

Specifies whether to generate a detailed replication report.
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Report Handling
Notify by Email
Specify whether to send reports by email to the specified address.
m  Mail Server
Enter the mail server hostname or IP.
m  Mail Server Port
Enter the port number for the mail server.
m  Authentication Settings

Click to open the Mail Authentication Settings dialog and enter mail
authentication details such as user name, password, and proxy settings.

m  Email Address - To
Enter the receiver email address.
m  Email Address - From
Enter the sender email address.
Execute Script
Specify a script for Arcserve RHA to run whenever it sends a report.
m  Script Name (full path)

Enter the name and full path of the script that is invoked once a report is
generated.

m  Arguments

Additional arguments to pass to the script specified in the previous
property. Any arguments entered here follow the argument sent
automatically by Arcserve RHA. This argument defines the full path of the
generated report file and its type. Arguments entered here are static
values.
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Understanding Replica Properties

This section lists the Replica properties, corresponding values, and provides an
explanation of each property.

Note: On Windows x64 systems, you cannot run scripts that activate applications with a
graphical user interface.

The properties are listed according to their location in the respective property group:

m  Host Connection (see page 211)

m  Replication (see page 212)

m  Virtual Machine (see page 216)

m  Spool (see page 217)

m  Cloud (see page 218)

m  Recovery (see page 220)

m  Volume Snapshot Management Properties (see page 220)

m  Scheduled Tasks (see page 220)

m  Event Notification (see page 221)

m  Reports (see page 222)

Related Topics:

m  Configure Master or Replica Properties (see page 204)

Host Connection Properties on the Replica
Management IP Address

Enter the IP address of the Replica host. If the host name is changed, the IP address
is updated. The host can also be changed by entering another IP address in this
field.

Replication IP Address

Enter the replication IP address of the Replica host. If the replication IP is provided,
the engine uses it to transfer data during synchronization and replication instead of
the management IP address.

Port Number

Enter the number of the incoming port used for TCP communications. It can be
changed to any unused port. Since the Engine can use only one port, make sure that
the Engine uses the port specified here. The default port number is 25000.

Enable HTTP Proxy Server

Allows data replication using an HTTP proxy server. To use a proxy server, configure
the HTTP proxy server on the master.
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Replication Properties on the Replica

Run Script before Synchronization

Triggers a script to run before each synchronization. The synchronization process
does not start until this script run is completed.

Script Name
Enter the full name and path of the script.
Arguments

Arguments to pass to the script specified in the previous property. Arguments
are static values.

Run Script after Synchronization

Triggers a script to run after each synchronization. The synchronization process
does not wait for the script run to finish.

Script Name
Enter the full name and path of the script.
Arguments

Arguments to pass to the script specified in the previous property. Arguments
are static values.

Compress Data during Transfer

Compresses data before sending it to the Replica. This option optimizes bandwidth
and transfer time.

m  Compress data is resource consuming, and impacts server performance. If the
typical file format being transferred does not compress much, this option is a
waste of processing power and time. Although the transmission bandwidth can
be lessened, the overall replication time is a function of compressibility and
available power.

m  Already compressed files such as .zip, .rar, .gz, .jpeg, etc., and any small file
whose size is less than 512 bytes, are not compressed.

Encrypt Data During Transfer

Encrypts data so that data sent between the Replica and its parent node are
transferred securely (also called Secure Communication). This property can only be
set on the Replica host, which means this property will not exist on the Master.
However, during recovery or when you run backward scenarios, this option will be
adjusted so that the link between the two hosts remains secure (or non-secure, for
plain data, if this option is set to No Encryption).

Note: See Change the Engine Security Method (see page 215) to define your own
security parameters to encrypt the data.
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Keep Deleted Files during Synchronization

During synchronization, do not remove from the Replica files that were deleted
from the Master. Best suited for cases in which several scenarios use the same
Replica directories.

Keep Deleted Files during Replication

During replication, do not remove from the Replica files that were deleted from the
Master.

Bandwidth Limit (Kbps)

Controls the size of the allowed incoming bandwidth on the Replica host. You can
either define one limit size that will apply to all hours of the day, or you can specify
different values for different hours. The default value is Unlimited.

For a detailed description of bandwidth scheduling, refer to Schedule the
Bandwidth Limit (see page 223).

Stop Database on Run

When set to On, if a database scenario (Exchange, SQL, Oracle) is running and the
database is running on the Replica server, Arcserve RHA stops the database services
before running the scenario. [Does not apply to HA scenarios]

Store System State on this Replica

This option can be enabled only when the System State Protection property in the
Scenario Properties list is set to On. For more information, refer to Protecting Your

System State (see page 227).
Retry if File is Busy

These options are relevant only for Windows servers. If changes were received
for a busy file (opened as non-shared for read), these options define how many
times and at what interval to attempt replacing this file with the one that
contains the changes.

Number of Attempts

Enter the number of attempts to be made for replacing a modified file that is
busy (and therefore cannot be replicated). If the file is not released before the
last attempt is made, the change is lost and an error message is initiated.

Interval between Attempts (msec)

The time between an unsuccessful attempt and the next attempt.
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Run Script upon Trigger File Creation

[For File Server only] Defines whether special actions should be triggered via a
script, when a specified trigger file appears.

Trigger File Name

Enter the name of the file that triggers the script, which is specified in the next
property. The script is triggered once the file creation event occurs.

Script to Run
m  Script Name

This script is invoked, when the trigger file specified in the previous
property is created. Enter the full name and path of the script.

m  Arguments

Arguments to be passed to the script specified in the previous property.
Arguments must be static values.

User Credentials

Lets you enter the user credentials to access the host folder. If the user has no
permission to access the root directory, then scenario will not run.
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Change the Engine Security Method

Arcserve RHA Engine uses a predefined security method. However, if you set the Replica
property Encrypt Data During Transfer to On, you can also change the default SSL
self-signed certificate, RSA private key and cipher list to use your own security
parameters in the Engine configuration file. The Engine configuration file that contains
the security method is ws_rep.cfg.

To change the Engine security method

1. If there are running scenarios that are currently using the Engines for which you
want to change the security method, stop them through Arcserve RHA Manager.

2. Login to the Master and Replica host where the Engine is running.

3. Inthe Services dialog, stop the Engine service on both the Master and Replica
servers.

4. Using Windows Explorer, browse to Engine installation directory, where the
ws_rep.cfg file is located.

Note: The default installation directory is: C:\Program Files\CA\Arcserve
RHA\Engine.

5. Open the ws_rep.cfg file with WordPad or another text editor.

Note: We do not recommend using Notepad, due to its limited view options.
6. Do the following in the ws_rep.cfg file:

a. Find the # SSLSelfSignedCertificate = "[INSTALLDIR]/cacert.pem" section.

b. Change the SSLSelfSignedCertificate = "[INSTALLDIR]/cacert.pem" to reflect the
name of the SSL self-signed certificate that you want to use and remove the #
symbol at the beginning of the line.

c. Find the # SSLRSAPrivateKey = "[INSTALLDIR]/cakey.pem" section.

d. Change the SSLRSAPrivateKey = "[INSTALLDIR]/cakey.pem" to reflect the name
of RSA private key that you want to use and remove the # symbol at the
beginning of the line.

7. Save the ws_rep.cfg file.

Important! While the configuration files on the Master and Replica servers can be
different, you must ensure that the parameters you use to change the security
method be identical in both the Master and Replica servers' ws_rep.cfg file.

The Engine security method is changed in the ws_rep.cfg file.
8. Start the Engine Service on both the Master and Replica.
9. Open the Manager, highlight the scenario, and restart it.

Note: If the SSL self-signed certificate and RSA private key fail to load, the default setting
is used and a warning message will display in the Arcserve RHA Manager.
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Virtual Machine Properties
When you are working with Cloud scenarios, in addition to Cloud Properties (see
page 218), you can also review and manage Virtual Machine properties:
Virtual Platform Setting
Lets you review the settings for the following read-only properties:
Virtual Platform Type
Identifies the virtual platform type of the cloud account.
Virtual Platform
Identifies the virtual platform server of the cloud account.
Port
Identifies the port number used to connect to the virtual machine.
SSL Connection
Identifies whether the SSL (secure socket layer) connection is on or off.
Virtual Machine Setting
Lets you define the following properties:
EC2 Instance Type

Lets you specify the size assigned to the EC2 instance on the virtual machine.
You can specify the appropriate instance type based on the operating system of
the master and the requirements of your environment. Instance type options
include:

m  Small Instance

m large Instance

m  Extra Large Instance

m  High-Memory Extra Large Instance

m  High-Memory Double Extra Large Instance

m  High-Memory Quadruple Extra Large Instance
m  High-CPU Medium Instance

m  High-CPU Extra Large Instance

Available options are related to the master’s platform. If the master is a 32-bit
operating system, only the Small Instance and High-CPU Medium Instance are
available. If the master is a 64-bit operating system, then all of the other types
are available.

Virtual Machine Name

Specifies the name of the virtual machine managed on the virtual platform
server.
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Spool Properties

The spool parameters determine how much disk space is available for the spool. In most
cases, the default values are sufficient. However, if you choose to change this value, it
should be at least 10% of the total dataset size.

Max Spool Size

Enter the maximum spool size allowed. This disk space is used only if needed - it is
not pre-allocated. The default is Unlimited. To enter a value of Unlimited, enter a
zero.

Min Disk Free Size

Enter the free disk space threshold at which the system issues an error and stops
replication.

Spool Directory

Enter the directory to be used to store the spool. The default directory is
INSTALLDIR/tmp on Windows.

Important! If you change the spool location, remember to remove the new path from
file level antivirus scans: both scheduled and real time.
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Cloud Properties

Cloud includes the following properties:
Cloud Provider

Identifies the name of the cloud service running the selected cloud instance. This is
a read-only property.

Cloud Account ID

Identifies the account ID of the AWS account. This is a read-only property.
Cloud Region

Identifies the VPC region of the AWS account. This is a read-only property.
Cloud Instance ID

Identifies the ID of the cloud instance. This is a read-only property.
Cleanup Cloud Resources When Remove Scenario

Lets you specify whether to clean up cloud resources when a scenario is removed.
For Full System EC2 Data Replication or High Availability scenarios, several cloud
resources can be used such as the cloud instance used for failover, volumes, and
snapshots. If these cloud resources are useless after a scenario is removed, you can
enable this option to clean up these resources. This option is disabled by default.

Shutdown Instance on scenario stop

Lets you specify whether to shut down the replica instance automatically on
scenario stop. This option is disabled by default, which means that the replica
instance will not be automatically stopped if the scenario is stopped.
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How to Stop Scenario When Spool is Full

If you have scenarios configured with multiple Replica servers, the property, Stop
scenario if any replica spool/disk is full, lets you choose between stopping only the
affected Replica or the entire scenario when a spool or disk is full. The default value is
On, which instructs the application to stop the entire scenario when the spool or disk on
any replica is full. When this property is set to Off, only the Replica is stopped. No
changes are sent to the Replica until it is resumed. When the Replica resumes,
resynchronization for only that affected Replica is triggered.

Set the property from the Replication, Optional Settings group on the Scenario
Properties tab.

Scenario Properties ﬂ
Property Yalue ‘
General
=&} Replication
el Made Scheduling
== schedule e ekly Activity
Schedule Setting Mot Set
OIE|Run after Reboat Off
BlEl] Automatic Synchronization
E5| Synchronization Tupe File Synchranization
2l lgnare Files of Same SizelTime On
Reqistry Synchronization Off
Swstem State Protection Qff
5 optional Settings
El Replicate NTFS Compress Aftribute Off
ElF!ephcate ACL On
[F Replicate NTFS 4DS on
[l synchronize Windows Shares On
El Prevent dutomatic Re-sync upon Error Qff

Event Notification
Report Handling

If this option is on, when any replicas’ spool of disk iz full, the scenario wil be stopped. if this option iz off. only the replica will be stopped, the
scenario will continue to run, if &l the replicas are stopped, the scenario will stop.

[ Root Directaries @| Properties @ High &vailability Properties

Arcserve RHA logs warnings that the spool limit has been exceeded, or the disk is almost
out of space in the Events pane of the Manager. Depending on how you set the
property, the scenario or the Replica is then stopped, allowing you to clear disk space.
The spool is automatically cleared.

To start a stopped Replica, right-click it from the Manager and choose Start the Replica
from the shortcut menu. Resynchronization is triggered and replication resumes after
resynchronization completes.
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Recovery Properties
Replication Delay

Data replication can be delayed in the Replica server spool before sending it to this
Replica. This is useful against data corruption or viruses. It enables stopping
replication before corrupted or infected data is written to the Replica.

Delay Interval (min)
Enter the number of minutes of the replication delay.

Data Rewind

Keeps undo information needed to recover data from a certain action or point in
time. It is useful in cases in which corrupted data on the Master was replicated to
the Replica, and you want to restore the data to its previous state before the
corruption occurred. Data Rewind is enabled for online replication only.

Retention Period (min)

I/O operations are recorded in the Rewind journal for this number of minutes.
Then, they are discarded in first-in-first-out order.

Max Disk Size (MB)

Enter the maximum disk space allocated for the Rewind journal. Once this size
is reached, old records are discarded in FIFO order.

Volume Snapshot Management

Enter the number of snapshots you want to keep, storage volume, and maximum
storage size.

Scheduled Tasks Properties
Suspend

Refer to Schedule Replication Suspension (see page 145).

Replica Integrity Testing for Assured Recovery

Refer to Setting Assured Recovery Properties.
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Event Notification Properties

Notification

When an event occurs, you can set the system to run a script, send an email
notification, or write it to Windows event log.

Notify by Email

Defines whether to send the details of an event by email to a specified address.
If several events occur immediately one after the other, the system aggregates
them and sends their details in one email.

On Error Only

Set this property to On to receive emails when the application detects
errors.

Mail Server

Enter the mail server hostname or IP.
Mail Server Port

Enter the port number for the mail server.
Authentication Settings

Click to open the Mail Authentication Settings dialog and enter mail
authentication details such as user name, password, and proxy settings.

Email Address - To
Enter the receiver email address.
Email Address - From

Enter the sender email address.

Execute Script

Specifies a script for Arcserve RHA to run whenever it sends a report.

Script Name (full path)

Enter the name and full path of the script that is invoked once an event
occurs.

Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Any arguments entered here follow the argument sent
automatically by Arcserve RHA, which include the event details written in a
notification file. Arguments entered here are static values.

Werite to Event Log

Writes the events to the Windows event log.
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Reports Properties
Generate Replication Report

Specifies whether to generate a replication report. Since replication is continuous,
specify the frequency of the report generation in the property below.
Generation Frequency (hours)

Specifies how often to generate the replication report.
Generate Detailed Report
Specifies whether to generate a detailed replication report.
Generate Assured Recovery Report
Specifies whether to generate Assured Recovery report.
Report Handling
Notify by Email
Specify whether to send reports by email to the specified address.
m  Mail Server
Enter the mail server hostname or IP.
m  Mail Server Port
Enter the port number for the mail server.
m  Authentication Settings

Click to open the Mail Authentication Settings dialog and enter mail
authentication details such as user name, password, and proxy settings.

m  Email Address - To
Enter the receiver email address.
m  Email Address - From
Enter the sender email address.
Execute Script
Specify a script for Arcserve RHA to run whenever it sends a report.
m  Script Name (full path)

Enter the name and full path of the script that is invoked once a report is
generated.

= Arguments

Additional arguments to pass to the script specified in the previous
property. Any arguments entered here follow the argument sent
automatically by Arcserve RHA. This argument defines the full path of the
generated report file and its type. Arguments entered here are static
values.
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Schedule the Bandwidth Limit

Arcserve RHA enables you to control the size of the allowed incoming bandwidth on the
Replica host. For each day of the week, you can either define one limit size that will
apply to all hours of the day, or you can specify different values for different hours. By
using the Bandwidth Scheduler, you can decrease the bandwidth size on busy hours and
increase it on off-peak hours in order to optimize your bandwidth resources.

You can also perform offline synchronization. For more information, see the topic,
Synchronization Methods (see page 18).

Notes:

m  The bandwidth limit that you set for one Replica host does not apply to other
Replica hosts that reside in the same replication tree. You need to change each
Replica host definition separately.

m  The default value for the Bandwidth Limit option is "Unlimited". It means that no
restriction is imposed on the bandwidth between the Master and the Replica.

To schedule the bandwidth limit:

1. On the Replica Properties list, open the Replication group. On the Bandwidth Limit
property, click the Value box that contains the Unlimited default value.

The Bandwidth Scheduler dialog opens.

[eandwidth schedwler X
Set the daily schedule for incoming bandwidth:
* On the Hours table, select ane or several rectangles for the period in the day for which you want to define a certain bandwidth
« From the Banduwidth Values section, select the value you want to apply on the selected hours

If no value is defined for a specific hour. the Unlimited value is applied

Daysr'chrs‘D|1|2|3|4|5|E|7|8|5|10‘11‘12‘13"M‘15‘16‘1?‘18‘15‘20‘21‘22‘23
Mooy v 1 | 2o ot | i | e e 2ot | T

Tuesday = | 2048 EESEEDET T

et = | 2048 EREOEEDETETIET

Thursday 128 | 2048 2048 M s e ks e 2me | 20481

Fridsy | tosa| 1z | zmie Zou | zose | aow | e | mas | e | zes | o

Saturday | om0| 1z | 2

I¥ Apply the Sunday's value to all week days
Bandwicth Values (Kbps):

[ s [ e ][ e ][ s | [ s | [ sz | [ wae | [ e | [ me |
| | | | | | | | | | | [wimed | A

Reset | ok | cancel |

102400
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2. Set the daily schedule for incoming bandwidth size according to the following
guidelines:

m Onthe Day/Hours table, select one or several rectangles for the period in the
day for which you want to define a certain bandwidth size.

Note: You can set more than one rectangle simultaneously by clicking and
dragging the mouse. You can also use the Ctrl and Shift keys to set several
dates at once.

m  Once the rectangles are marked, from the Bandwidth Values section click the
values (in Kbps) you want to apply on the selected hours.

The rectangles of the selected hours now contain the value you selected.

3. To apply similar bandwidth to all days, apply the bandwidth to Sunday and click
Apply the Sunday's value to all work days or repeat the above process for all
hours. If no size is defined for a specific hour, the Unlimited default value is applied
to it.

Note: To clear the setting, click the Reset button.

4. Once you finished defining the Bandwidth Scheduler, click OK to save your setting
and close the dialog.

The setting you defined now appears in the Bandwidth Limit value box in the
Properties list.

5. To save your setting, click the Save button on the Standard toolbar.

Propagating Property Values

Arcserve RHA enables you to apply the values you set for one scenario to multiple
scenarios at once. Instead of separately configuring the properties of each scenario, you
can propagate the value of one scenario to as many scenarios as you want. A good
example would be to use this option to simultaneously change the e-mail notification
address for multiple scenarios. You can propagate the values of scenarios, Master hosts
and Replica hosts.

Note: The scenarios must be stopped to apply property changes.
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To propagate values of properties

1. Onthe Scenario pane, select either the scenario, the Master or the Replica whose
properties you want to propagate. On the Framework pane on the left, the
Properties list opens.

2. Onthe Properties list, open the desired group and right-click the property value you
want to propagate. The Propagate Value pop up command opens.

Master [Active] 1SES0RWEXCHOTM' Properties

Fropery | Value

Host Connection
Replication
Spool
E| Event Notification
=1 [ otificatian On

Execute Script Propagate Yalue. ..
“Write to Event Log On
Reports

3. Click the Propagate Value command. The Propagate Value dialog opens.

Select hosts, where the value of property Motify by Email will be changed

| Scenarios/Hosts | Current Yalue 2]
Ee SO
= B # ISL<0RWSOLOSM off
# |SU<ORWSOLOSR Off
[ # Exchange 2007 stand-stand
= O + ISL=0RWEXCHOPM Off
= + |SLHORWESCHO?R 0t
] [« CRM
= I 141,202 22667 Juli]
= FF 141.202 226.68 Juli]
85| E * ShareFoint _l_'l
4| | »

[¥ Check all Master hosts

¥ Check all Fieplica hosts Ok Lancel

A

All scenarios in your Manager appear in the dialog, while the scenario whose
property value you want to propagate is marked in red. The property and the value

you can propagate are displayed above the Scenarios table, and in the Current
Value column.

4. To propagate the value to all scenarios, click OK.

Note: To exclude scenarios or hosts from the value propagation, clear their check
boxes, and then click OK.

5. After the Propagate Value dialog is closed, click the Save All @ button on the
Standard toolbar to save and apply your changes to all scenarios.
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Change Configuration when a Scenario is Running

You can change certain properties while the scenario is running, allowing you to
troubleshoot scenario problems without having to first halt replication.

Spool properties

- Max Spool Size

- Min Disk Free Size
- Spool Directory

Script properties

Script Name

- Arguments

Is alive properties

- Is Alive Timeout

- Heartbeat Frequency

Bandwidth limit

I/O Throttling During Synchronization
Schedule properties

- Periodic Replication Frequency

- Generate Replication Report and Frequency

Mode, Schedule, Schedule Setting

Registry Synchronization and Synchronization Frequency

Event Notification properties

- Notify by Email: On error only, Mail Server, Email Address From, To
- Execute Script

—  Write to Event Log

Change these properties using the Arcserve RHA Manager.

1.
2.
3.

From the Scenario list, click the server to configure.
Click the Properties tab and browse for the property you wish to change.
Set the new value, as desired.

Click Apply, Discard changes, or Cancel as required. Click View change details to
expand the dialog to show the original and new values of the properties you
modified.
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During editing, the green arrow (indicating a running scenario) changes to a pencil icon
to indicate editing. Arcserve RHA distributes the changed scenario files to the
participating hosts and verifies the changes. If a host cannot receive the file or
verification fails, the changes are not applied.

Protect Your System State

System State Protection allows you to include critical system-related components in
your replication and high availability scenarios, so that you can recover these
components after a failure. System State Protection is server-type independent, which
means you can enable this feature in any Arcserve RHA scenario. When System State
Protection is enabled, information about the snapshot schedule and file management is
stored directly in the scenario configuration file. Snapshot files are then transferred to
all Replica servers configured under the Master, including any "child" Replicas, if its
Retain System Snapshot property (Transferring Path) is enabled.

Note: Even if a child Replica's Retain System Snapshot property is enabled, a child
Replica will not receive system state snapshots if this property on its parent is disabled.
System State Protection lets you:

m  Configure System State Protection in the Scenario Creation Wizard

m  Set periodic backup intervals

m  Send the snapshot file to more than one replica

m  Restore from a System State snapshot
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The following components are always included when System State Protection is
enabled:

®  Doot files

m  COMH+ Class Registration database

m  Registry service

The following components are also included in System State Protection depending upon
the operating system:

m  Windows Server 2003 Operating Systems

All files protected by WFP
- performance counter configurations
- Active Directory (ADSI) on systems that are domain controllers

- SYSVOL directory replicated by File Replication Service (FRS) on systems that
are domain controllers

—  Certificate server on systems that provide Certificate Authority

—  Cluster database on systems that are a node of a Windows cluster
m  Windows Server 2008 Operating Systems

- Certificate Services database

- Active Directory Domain Services (NTDS)

- SYSVOL directory (FRS Writer)

-  Cluster Service information

- Microsoft Internet Information Services (11S) meta-directory (IS Metabase
Writer/IIS Configuration Writer)

- System files under WFP (System Writer)
Note: For Windows Server 2003 and higher, system state snapshots are taken using
System Writer. Refer to the Microsoft website for more information on Backing Up and
Restoring System State Under VSS.
Related Topics:

m  How to Configure System State Protection (see page 229)

m  Modify Scenario System State Protection (see page 233)

m  Restore System State Data (see page 234)

m  Command Line Enhancements for System State Protection (see page 235)

m  Additional System State Information (see page 235)
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How to Configure System State Protection

By default, System State Protection is set to Off. You can enable System State Protection
during scenario creation using the wizard, or you can enable it for existing scenarios
using the Scenario Properties pane of the Arcserve RHA Manager.

For either method, you need to perform the following tasks:

Enable the System State Protection property for the scenario
Set the snapshot schedule, as desired.

Enable the Store System State Protection property on one or all Replicas involved in
the scenario.

Note: After System State is restored on a Replica, that machine must be rebooted so the
system state can take effect. You can set the Reboot After Recovery property to On, if
desired.

Configure System State Protection in the Scenario Creation Wizard

System State Protection can be enabled for any Arcserve RHA supported server type,
from directly inside the Scenario Creation Wizard.

To enable System State Protection in the Wizard

1.

From the Arcserve RHA Manager, start the scenario creation wizard using the
toolbar button or the menu command: New, Scenario.

Complete the steps in the usual manner for the server type you selected until you
reach the Scenario Properties dialog.

Under Replication properties, set System State Protection to On.

Under System State Protection, click the Value for Set Schedule to access the
Schedule Setting dialog.

Set the schedule for taking system state snapshots.

Complete scenario creation steps as usual until you reach the Master and Replica
Properties dialog.

Expand Replication properties on the Replica and set the Store System State on this
Replica property to On. You may also set additional storage properties at this time.
For more information, refer to the topic, Store System State Properties.

Save and run the scenario. System State Protection starts.
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Configure System State Protection for Existing Scenarios

If you did not enable System State Protection when creating the Scenario, you can
configure the System State Protection property outside the Scenario Creation Wizard
using the following procedure.

Note: By default System State Protection is set to off.

Before performing this procedure, stop the scenario. From the Arcserve Replication
Manager, select the scenario and click the Stop button from the toolbar.

To configure system state protection for existing scenarios

1. From the Arcserve Replication Manager select a Scenario to change its System State

Protection property.

2. Onthe Scenario Properties panel, expand the Replication node and set the Enable
System State Protection node property to On.

If the Replica is not configured, a message dialog opens.
3. Click OK.

4. Expand the System State Protection node and set a schedule, if desired. For more
information, refer to the topic, Set the System State Protection Schedule (see
page 231).

5. Onthe Replica, enable the store system state protection property. For more
information, refer to the topic, Configure System State Protection on the Replica
(see page 231).

6. Save the Scenario.
More information:

Set the System State Protection Schedule (see page 231)
Configure System State Protection on the Replica (see page 231)
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Set the System State Protection Schedule

If you did not enable set a System State Protection schedule when creating the Scenario,
you can configure the System State Protection schedule property outside the Scenario
Creation Wizard using the following procedure.

Note: By default System State Protection schedule is set to off.

To set the System State Protection Schedule

1. From the Arcserve RHA Manager, select a Scenario to set the System State
Protection Schedule property.

2. Onthe Scenario Properties panel, expand the Replication node and expand the
System State Protection node.

3. Click the Value column of the Set Schedule node.
The Set Schedule dialog opens.
4. Setthe day, start time, frequency, and exclude dates as needed.

5. Click OK.

Configure System State Protection on the Replica

If you did not enable System State Protection on the Replica when creating the Scenario,
you can configure the Store System State on this replica property outside the Scenario
Creation Wizard using the following procedure.

Notes:

®  You can enable System State Protection on multiple Replicas.

m By default System State Protection is set to off.

To configure system state protection of the Replica

1. From the Arcserve RHA Manager, select a Replica to enable its System State
Protection property.

2. Onthe Properties panel, expand the Replication node and set the Store System
State on this replica node property to On.

3. Modify the Replica storage property values as required. For more information, refer
to the topic, Store System State Protection Properties (see page 232).

4. Save the Scenario.
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Store System State Protection Properties

You may set the following properties on the Replica server to manage system state
snapshot storage:

Copies to keep

Specify the number of System State snapshots to keep on the Replica. The default
value is eight. For an unlimited number of snapshots, enter a zero. If the number of
snapshots exceeds the set value, the oldest snapshots are deleted to make space
for subsequent snapshots.

Max Total Disk Size (MB)

Specify the total amount of disk space to allocate for System State snapshots.
Default Values by Operating System:

- Windows 2003: 8192

- Windows 2008: 16,384

For an unlimited amount of space, enter a zero. If snapshots fill the space allocated,
the oldest snapshots are deleted to make space for subsequent snapshots.

Note: Arcserve RHA checks the Copies to Keep and Max Total Disk Size settings
periodically, not at scenario start.

Min Disk Free Size (MB)

Specify the minimum amount of free disk space for System State snapshots. The
default value is 1024. If the free disk space is less than the set value, the oldest
snapshots are deleted to ensure that the minimum free disk space value is
maintained.

Directory

Specify the directory where the System State snapshot is stored.
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Modify Scenario System State Protection

When a scenario is stopped, you may modify its properties, including System State
Protection. The changes you make take effect when the scenario is restarted.

System State Protection Property

If you disable the System State Protection property on an existing scenario, you are
prompted to delete existing snapshots. If you select Yes, all snapshots from the
Replica are deleted when the scenario is restarted. If you select No, all snapshots
are retained.

Store System State on this Replica Property

If you disable the Store System State on this Replica property on an existing
scenario, you are prompted to delete existing snapshots. Choose Yes to delete all
snapshots or choose No to retain them.

You can modify all properties under the Store System State on this Replica group:
Copies to Keep
You can adjust the number of snapshots to keep.
Max Total Disk Size (MB)
You can adjust the maximum total disk size setting.
Min Disk Free Size (MB)

You can adjust the minimum disk free size to which snapshots are saved. If you set
this value to 0, size is unlimited. If this setting is less than the size when the scenario
is running, the oldest snapshot is deleted to make space for a new one.

Modify Directory to Store Snapshots

You can change the directory to which stored snapshots are saved. If you specify an
invalid path, you are notified that snapshots cannot be saved. If a valid path is set,
you are prompted to move old snapshots to a new location. If you select No, old
snapshots are deleted.

For more information, refer to the topic, Store System State Protection Properties (see
page 232).
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Restore System State Data

The recovery process for restoring System State data is similar to the usual recovery
process, with one distinction. if System State Protection is enabled, you are prompted at
recovery time to select a Recovery Source (see the following procedure).

Arcserve RHA waits for application data recovery to complete first, including
synchronization, before recovering the system state. You must select a Replica to act as
the restore source machine. During the restore process, a new scenario is created in
which the Master and Replica servers reverse roles. The scenario then transfers the
System State snapshot to the original Master.

To restore system state data

1. From the Arcserve RHA Manager select a Scenario to restore its System State data.

2. Select the Replica host.

=
3. From the toolbar, click the Restore Data = button.

The Recovery Source dialog opens if the scenario has System State Protection
enabled.

4. Click Restore Application Data and Restore System State, and then click Next.

Note: If you select Restore System State only, you will not be able to choose an
application recovery point. If you disable System State Protection, you will not see
the Recovery Source screen.

The Rewind Point Selection dialog opens.

5. From the Recovery Point Selection dialog, click Select Rewind Point to open the
Recovery Point Selection dialog.

6. Set the following criteria:
Time
Select any previous backup point from the list.
Recovery to
Recovery data to the default location or browse to a specific location.
7. Click Finish.

8. Reboot the Replica now.
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Command Line Enhancements for System State Protection

The following commands have been added to PowerShell to support System State
Protection:

set-properties scenario_name index value
Use the set-properties command to set System State Protection for a scenario.
To obtain index values, use the get-properties command.

set-hostproperty scenario_name replica_name index value

Use the set-hostproperty command to enable the Store System State property on a
Replica.

To obtain index values, use the get-hostproperties command.
RecoveryMode [A|S|B]

Use A to recover application data only. (Default setting)

Use S to recover system state only.

Use B to recover both.
RebootAfterRecovery [0]1]

Use 0 to skip reboot (default)

Use 1 to enable Master reboot after recovery

Additional System State Information

System State Protection in High Availability Scenarios

After switchover, system state snapshots are not retained on the original master.
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Chapter 9: Recovering Data and Servers

This section describes how to recover a server, restore lost data using the Manager, how
to set bookmarks, and how to rewind data.

This section contains the following topics:

The Data Recovery Process (see page 237)
Recover Lost Data from Replica (see page 238)
Setting Bookmarks (see page 239)

Data Rewind (see page 240)

The Data Recovery Process

When an event causes loss of Master data, the data can be restored from any Replica.
The recovery process is a synchronization process in the reverse direction - from a
Replica to the Master.

Arcserve RHA enables you to recover data in two ways:

m  Recover lost data from the Replica to the Master -- this option is a synchronization
process in the reverse direction and requires you to stop the scenario. (This option
is not recommended for Oracle, SQL or Exchange scenarios.)

m  Recover lost data from a certain event or point in time (Data Rewind) -- This
option uses a process of stamped checkpoints and user-defined bookmarks to roll
corrupt data on the Master back to a time before corruption occurred.

Important! You must stop replication to initiate recovery.
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Recover Lost Data from Replica

You can restore data from a replica server. Doing so may require login credentials for
the machine you select.

To recover all lost data from a Replica

1. Onthe Manager, from the Scenario pane select the desired scenario and stop it.
2. [For database applications only] stop the database services on the Master host.

3. Onthe Manager, from the scenario folder select the Replica host:

Note: If multiple Replica servers participate in the required scenario, select the
Replica from which you want to recover data.
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The Restore Data option is enabled.

4. From the Tools menu, select Restore Data, or click the Restore Data button on the
Standard toolbar.

The Recovery Method page of the Restore Data wizard opens.
Notes:

m If the Data Rewind property is set to On, another Restore Data dialog will
appear. In this case, select the first option - Replace all data on Master with the
data on Replica.

m  The Include Registry Keys synchronization checkbox is enabled, only if you
activated the Registry Synchronization property (see page 176) before starting
the scenario. If the checkbox is enabled, you can select it to include the
synchronized Registry Keys in the recovery process.
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Click Next. The Synchronization Method page opens.

Select the appropriate Synchronization Method, based on scenario type. Click
Finish.

Note: If the user credentials you used to log in to the Manager are different than
the ones required for working with the Engine on the Replica, a User credentials
dialog appears, asking you to enter log on account details for the selected Replica.

Once you finished initiating the recovery process, Arcserve RHA builds a temporary
reverse tree using the selected Replica as the root, and the Master as the
terminating node. After the Master recovery process ends, the temporary scenario
is deleted, and you receive the following message in the Event pane:
Synchronization finished.

By default, once a data recovery occurs a Synchronization Report is generated.

Now, the Replication process can restart on the original scenario.

Setting Bookmarks

A bookmark is a checkpoint that is manually set to mark a state back to which you can
revert. We recommend setting a bookmark just before any activity that can cause data
to become unstable. Bookmarks are set in real-time, and not for past events.

Notes:

You can use this option only if you set the Recovery--Data Rewind option to On
(default setting is Off).

You cannot set bookmarks during the synchronization process.

You can insert manual bookmarks for Full System HA scenarios.

To set a bookmark

1.

Select the Replica host on the Scenario pane from which you want to rewind data
when the required scenario is running.

Select the Set Rewind Bookmark option on the Tools menu.

The Rewind Bookmark dialog opens.

Rewind bookmark

) .
(= —1
PI Enter name for rewind bookmark,

Bookmark was set at 07.02.07 17:38:10§
ak | Cahcel
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Data Rewind

The text that appears in the Rewind Bookmark dialog appears in the Rewind Points
Selection dialog as the bookmark's name. The default name includes date and time.

3. Accept the default name, or enter a new name for the bookmark, and click OK.

Note: It is recommended that you provide a meaningful name that will later help
you recognize the required bookmark.

The bookmark is set.

Note: In some scenarios, such as Full System HA, applying journal changes is suspended
until the bookmark is created and then resumed.

The Data Rewind recovery method allows you to rewind data to a point in time before it
was corrupted. The rewind process takes place on the Replica server before the reverse
synchronization process starts. The Data Rewind method uses rewind points or
bookmarks that enable you to reset the current data back to a previous state.

You can use this option only if you set the Recovery - Data Rewind option to On.

Bj Properties

Replica 'ISLXORWERCHO?R' Properties n

Propery | Value |

Host Connection
&) Replication
=E) 8poal
E&Recovery
ElF!epht:at\on Delay Off
B Data Rewind
Retention Period (min)
[E] Max Disk Size (MB) o
&l Scheduled Tasks
&) Event Notification
=) Reports

If this option is set to Off, the system will not register data rewind points.

Important! The data rewind process operates in one way only - there is no replay
forward. After rewind, all data subsequent to the rewind point will be lost, since data
after the rewind point will be overwritten with new data. You cannot rewind to another
point past the time when you made changes to Replica files.

Note: The automatic registration of the rewind points starts only after the
synchronization process is completed, and the message All modifications during
synchronization period are replicated appears on the Event pane. Similarly, you cannot
manually set bookmarks during synchronization. In the following example, a File Server
scenario is used, but the steps are the same for all scenario types.
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To recover lost data using rewind points

1.
2.

On the Manager, from the Scenario pane select the desired scenario and stop it.
[For database applications only] stop the database services on the Master host.
On the Manager, from the scenario folder select the Replica host:

Note: If multiple Replica servers participate in the required scenario, select the
Replica from which you want to recover data.

. =
From the Tools menu, select Restore Data, or click the Restore Data = | putton. If
you are prompted for user credentials, enter the appropriate information and click
OK.

The Recovery Method page of the Restore Data Wizard opens.

21 Restore Data Wizard [2]x]

Recovery Method

The recovery process is synchronization in the reverse direction - from a Replica to the Master.

+" Application Data Recovery
I Recovery Method

feandhoniLRecioy (~ Replace all data on Master 1SLXORWENCHOZM! wilh the data on Replica
Synchronization Method 1SLADRWEXCHOTR'.

(o {Rewind data on Replica 15LXORWEXCHOVR' and replace all data on Master
HISLXORWERCHO7M'

s Rewind data on Replica 1SLX0RWEXCHO?R' and leave Master |SL<0RWEXCHO7M'
intack.

¥ Remave files that exist on Master anly

™| Include Regist Keys synchionization

Back I Hext I nish I Cancel I

Select one of the Rewind data options, depending on whether you want the rewind
data synchronized back to the Master (option 2) or left on the Replica only (option
3).

Notes:

m If the user credentials you used to log in to the Manager are different than the
ones required for working with the Engine on the Replica, a User credentials
dialog appears, asking you to enter log on account details for the selected
Replica.

m  The Include Registry Keys synchronization checkbox is enabled, only if you
activated the Registry Synchronization property (see page 176) before starting
the scenario. If the checkbox is enabled, you can select it to include the
synchronized Registry Keys in the recovery process.
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After you select a Rewind data option, a Recovery scenario is automatically created.

This Recovery scenario will run until the end of the rewind process.

Click Next. The Rewind Point Selection page is displayed.

Wait until the Select Rewind Point button is enabled, and click it to view the

existing rewind points.

The Select Rewind Point dialog opens.

21 Select Rewind Point

Filter rewind points
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The Select Rewind Point dialog displays a list of all rewind points appropriate to the
application you are protecting. These include modifications of folders and files that
were automatically registered by the system and user-defined bookmarks.

The list can be filtered according to the rewind point type or other criteria, using
the Filter Rewind Points pane on the left.

Notes:

m [f the Select Rewind Points dialog is empty, make sure that the Data Rewind
property (see page 220) is enabled.

m  The entire list can be exported to an Excel file by clicking the Export to Excel
button on the bottom-left corner.

Select the required rewind point, and click OK.

Note: If you want to use a Bookmark as the rewind point, it is best practice to select
the closest rewind point that indicates an actual event.

You return to the Rewind Point Selection page, now displaying information about

the rewind point you selected.

Click Next. The Synchronization Method page is displayed.
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10.

11.

Select the appropriate synhronization method and click Finish.

Note: If the user credentials you used to log in to the Manager are different than
the ones required for working with the Engine on the Replica, a User credentials
dialog appears, asking you to enter log on account details for the selected Replica.

Arcserve RHA rewinds the data to the point you selected. After the rewind process
ends, you receive the following message in the Event pane: Rewind process is
completed successfully.

If you chose to replace the data on the Master with the data on the Replica,
Arcserve RHA starts a synchronization process from the Replica to the Master. Once
the process ends, the temporary Recovery scenario is stopped and then deleted.

By default, once a data recovery occurs a Synchronization Report is generated.

Now, the Replication process can restart on the original scenario.
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Chapter 10: Switching Over and Switching Back

This section explains the High Availability process and the switchover and switchback
procedures, and describes the following operations: creating HA scenario, performing
switchover and switchback, and recovering the active server.

This section contains the following topics:

Switchover (see page 245)

Switchback (see page 247)

Recovering Active Server (see page 250)

Understanding the High Availability System and the Switchover and Switchback
Procedures (see page 255)

Setting High Availability Properties (see page 256)

Switchover

The Switchover Workflow

Switchover (or failover) is the process of changing roles between the Master and
Replica, meaning making the Master server the standby server, and the Replica server
the active server.

Switchover can be triggered automatically by Arcserve RHA when it detects that the
Master is unavailable (failover). Alternatively, Arcserve RHA can simply alert you to the
problem, and then you can manually initiate switchover from the Manager.

During the creation of HA scenario, you define how you want the switchover to be
initiated. If you selected in the Switchover and Reverse Replication Initiation page the
Initiate Switchover manually option, you need to perform a manual switchover.
However, if you selected the Initiate Switchover automatically option, you can still
perform a manual switchover, even if the Master is alive. You can initiate switchover
when, for example, you want to test your system, or you want to use the Replica server
to continue the application service while some form of maintenance is performed on
the Master server.

If you choose to initiate switchover automatically, after the Master is considered to be
down, Arcserve RHA automatically tries to restore the services and databases on it to
their active state. First, Arcserve RHA tries to restart services that it previously checked
to be managed. If the services are running, it then tries to mount the databases. If all
attempts fail, Arcserve RHA initiates failover. These attempts to restore the services and
databases are not performed if the switchover is initiated manually.
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Initiate Switchover

Once triggered, whether manually or automatically, the switchover process itself is fully
automated.

To initiate a switchover

1.

Open the Manager and select the desired scenario from the Scenario pane. Verify it
is running.

Click on the Perform Switchover button, or select from the Tools menu the
Perform Switchover option.

A confirmation message appears.

Optionally, select Do no wait until all journals are applied to immediately perform
switchover even before all journals are applied. If you do not select this check box,
the switchover process gets initiated only after all journals are applied.

Click Yes.

Depending on your scenario configuration, the Run a Reverse Replication Scenario
after the Switchover check box is either selected or cleared. You can change your
default configuration only for the switchover you are about to perform, by selecting
or clearing the check box. Then, click Yes on the Perform a Switchover confirmation
message. This procedure initiates a switchover from the Master server to the
Replica server.
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Detailed information about the switchover processes is located in the Events pane
during switchover.

6. After the switchover is completed the scenario stops.

=] ﬁlH.A Scenarios

B 6 17216 H 140
1721671141

Note: The only case in which the scenario may continue to run after switchover is
when automatic reverse replication is defined as Start automatically.

In the Event pane a message appears, informing you that Switchover completed,
and then that the Scenario has stopped.

Now, the original Master becomes the Replica and the original Replica becomes the
Master.

Important! If the Master server crashes or is rebooted during a switchover, the process
stops. If this happens, you may need to recover the active server. (see page 250)

Switchback

The Switchback Workflow

After a switchover was initiated, whether manually or automatically, at some point you
will want to reverse back the server roles, and make the original Master the active
server again and the Replica the standby server. Before you switch back the roles
between them, if you want the data on the active server, meaning the original Replica,
to overwrite the data on the standby server, you need to run a reverse scenario (also
called "backward scenario").

During the creation of the HA scenario, you defined how you want the reverse scenario
to be initiated. If you selected the Initiate Reverse Replication automatically option,
replication in the reverse direction (from Replica to Master) automatically begins after a
switchover, once the original Master will become available. However, if you selected the
Initiate Reverse Replication manually option, you need to perform a manual
switchback. If the manual option is selected and you will not initiate a manual
switchback, a resynchronization of the data from Replica to Master will have to be
performed, even after a test of clean switchover without an actual Master failure.

Note: After a switchover, in certain circumstances you may want to switch the Master
and Replica roles without overwriting the original Master data with the Replica data. To
perform this, use the Recover Active Server (see page 250) option.
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Initiate Switchback

To initiate a switchback

1.

Ensure that both Master and Replica servers are available on the network and that
the Engine is running.

Open the Manager and select the desired scenario from the Scenario pane.
[Skip this step if the backward scenario is already running, and move to step 7.]

If the backward scenario is not running, select the Run button to start the scenario.
Arcserve RHA detects that a switchover has occurred, verify its state and
configuration, and prompts you to approve the running of the backward scenario.

Note: The Advanced button opens an additional pane with detailed information
about the hosts that participate in the scenario.

Click the Run button to start the backward scenario.
The Run dialog opens.

For Microsoft Exchange, select Block Synchronization. For File Server, click File
Synchronization and click OK. The resynchronization starts.

Wait until the resynchronization is completed.

Once the resynchronization is completed, you receive the following message in the
Event pane: All modifications during synchronization period are replicated. Then,
replication from the active server to the standby server starts.
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7. Now, you can reverse back the roles between the Master and Replica servers. To
reverse the roles, while the backward scenario is running, click the Perform

Switchover .ﬁ. button, or select the Perform Switchover option from the Tools
menu.

A confirmation message opens.

8. Click Yes on the Perform Switchover confirmation dialog. This procedure initiates a
switchback from the original Replica server to the Master server.

9. After the switchback is completed, and the server roles are reversed back, the
scenario automatically stops.

B & 172.16.71.140
- 1721671141

Now, you can run again the scenario in its original (forward) state.
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Recovering Active Server

In certain circumstances, it may be necessary to intentionally make the Master or
Replica server the active server without completing the synchronization process. This
may happen when, for example, a switchover occurred but no data was changed on the
Replica server, and you might even have newer data on the Master server. In this case,
it is undesirable to synchronize data from the Replica to the Master server. Arcserve
RHA allows you to manually select the active server option through a process called
Recover Active Server.

There might be cases when the switchover process did not complete correctly, but using
the Recover Active Server option does not resolve the problem, or that you prefer not
to use this option in order to correct the situation. In such cases, you can manually
recover the active server from outside the Manager. The type of procedure you will
need to perform depends on the type of redirection method you used for the
switchover.

The available options for recover active server following incomplete switchover are as
follows:

m  Use the Recover Active Server option from the Manager (see page 250).

m  Manually recover the active server from outside the Manager (see page 252).

Recover Active Server Using the Manager

If the switchover process did not complete properly, Arcserve RHA enables you to
manually select which server will act as the active server through a process called
Recover Active Server.

Important! While this option is the right choice in certain situations, use it with caution.
If used improperly, data loss can occur. Normally, Arcserve RHA will not allow
switchover from one host to another until all data is synchronized. It is designed this
way so users are not redirected to an out-of-date data set, which then overwrites what
may be a more current data set. When using the Recover Active Server option, Arcserve
RHA redirects users to one server or the other with no regard as to which server has the
correct data set. Thus, as an administrator, you must manually ensure that the server
you are making active has the most up-to-date data set.
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To recover active server using the Manager

1. Onthe Scenario pane, select the scenario whose active server you want to recover
and stop it.

2. From the Tools menu, select the Recover Active Server option.

Arcserve RHA verifies which host is currently the active one, and presents the
results in the Recover Active Server dialog.

@RECDVEI‘ Active Server !IEI E

Currently host 141.202.226.67 is active, host 141.202.226.68 is stand-hy.
To wake Master or Replicsa active, press the corresponding button below.

Property W alug Property W alue
B Master [Active] 141.202.226.67 B Replica [Stand-by] 141.202 226 68
E@ Summary @ System Informat...
B Netwark haffic dire... #E) Arcserve RH...
Elons Puaints to Master @ Metwork Config...
I%S_wmam Information
=) Arcserve RH...

@ Network Configura...

al S| K1 | 3]
M ake Master Active | i ake Replica Active | LCancel |

4

3. Click either the Make Master Active or Make Replica Active button, depending on
which server you want to assume the active role.

Messages appear in the Event pane, informing you that one of the server becomes
active while the other becomes inactive. Now, the host you selected becomes the
active server, and users are directed to it.

Important! In a disaster situation, if a standard switchover occurs and users are
redirected to the Replica server for any period of time, it is important to replicate all
changes that occurred on the Replica back to the Master, before making the Master
server active again. Using the Recover Active Server option in such a situation may
result in loss of data.
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Recover Active Server from Outside the Manager

If the switchover process does not complete correctly for some reason, and using the
Recover Active Server option from the Manager does not resolve the issue, you can try
one of the following manual tasks appropriate to the redirection method you used:

m  |f Move IP redirection method is used, manually remove the additional IP from the
Master (see page 252).

m  |f Switch Computer Name redirection method is used, manually switch the
Computer Names between the Master and the Replica (see page 253).

m  If both Move IP and Switch Computer Name redirection methods are used,
manually remove the additional IP from the Master, and switch the Computer
Names between the Master and Replica (see page 254).

Manually Recover a Failed Server - Move IP Address

To recover a failed server when Move IP redirection is used
1. Boot the Master server without a network connection, to avoid IP conflicts.

The Is Alive check from the Replica to the Master recognizes resource failure, and
makes the original Replica the active server.

2. From the Advanced TCP/IP Settings dialog on the Master, remove the additional IP
address.

3. Reboot the Master server, and reconnect to the network.

4. If the HA scenario is not already running, start the scenario from the Manager by
clicking the Run button.

If the Run Reverse Replication Scenario after Switchover property was set to On,
the scenario runs in backward mode, from the original Replica to the original
Master. The original Master which now acts as the standby server.

5.  Wait for the synchronization to complete.

6. Toreturn the active role to the Master server, perform a manual switchover by
clicking the Perform Switchover button on the Standard toolbar.

Note: We recommend that you perform the manual switchover outside of normal
business hours.
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Manually Recover a Failed Server - Switch Computer Name

To manually recover a failed server when the Switch Computer Name redirection
method is used

1.

N o v &

Boot the Master server without a network connection, to avoid duplicate network
names.

The Is Alive check from the Replica to the Master recognizes resource failure, and
makes the original Replica the active server.

Rename the Master server to <NewServerName>-RHA, and move it to a temporary
workgroup.

For example, if the server is called "Serverl", rename it to "Server1-RHA".
You are required to reboot this machine.

After the reboot completes, the following error appears: At least one Service could
not be started. Ignore this message, which it is normal under these circumstances,
because the Engine usually runs in a domain account.

Connect to the network.
Rejoin the domain, ensuring that you use the -RHA name assigned in step 2.
Reboot the machine.

If the HA scenario is not already running, start the scenario from the Manager by
clicking the Run button on the Standard toolbar.

If you selected the Run Reverse Replication Scenario after Switchover option, the
scenario runs in backward mode, from the original Replica to the original Master.
The original Master now acts as the standby server.

Wait for the synchronization to complete.

To return the active role to the Master server, perform a manual switchover by
clicking the Perform Switchover button on the Standard toolbar.

Note: We recommend that you perform the manual switchover outside of normal
business hours.
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Manually Recover a Failed Server - Move IP and Switch Computer Name

To manually recover a failed server when both IP and Switch Computer Name
Redirection are used

1.
2.

10.

Repair any hardware problems that could have caused the switchover issue, if any.
Reboot the server without a network connection to prevent IP conflicts.

The Is Alive check from the Replica to the Master recognizes resource failure, and
makes the original Replica the active server.

From the Advanced TCP/IP Settings dialog on the Master, remove the additional IP
address.

From the System Properties dialog, Computer Name tab, change the Computer
Name to <ServerName>-RHA. For example, if your server is called "Server 3",
rename it to "Server 3-RHA."

Assign the server to a temporary workgroup.

Restart the computer to enable your changes to take effect. After the reboots
completes, reconnect to the network. An error message appears: At least one
service failed during system startup. Ignore this message, which it is normal under
these circumstances, because the Engine usually runs in a domain account.

Rejoin the domain, making sure you use the -RHA name, and reboot again.

If the HA scenario is not already running, start the scenario from the Manager by
clicking the Run button on the Standard toolbar. If you selected the Run Reverse
Replication Scenario after Switchover option, the scenario runs in backward mode,
from the original Replica to the original Master. The original Master now acts as the
standby server.

Wait until the synchronization completes.

To return the active role to the Master server, perform a manual switchover by
clicking the Perform Switchover button on the Standard toolbar.

Note: We recommend that you perform the manual switchover outside of normal
business hours.
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Understanding the High Availability System and the Switchover and
Switchback Procedures

A High Availability scenario incorporates all the functionality and workflow of a
replication scenario, but it adds three important new elements: pre-run verification,
monitoring of the Master and the application running on it, and the switchover process
itself.

Pre-run verification

During a switchover, there are many things that can go wrong - there might be
problems with permissions, or with the application configuration, or even with the
settings within the HA scenario itself. For this reason, when HA scenario is created
and initiated, Arcserve RHA performs an extensive list of checks. These checks are
designed to determine, whether any of the common issues that are known to cause
problems during switchover can be found. When such issues are found in the
pre-run verification, errors and warnings are presented, prompting you to solve
these issues before running the HA scenario.

Automatic monitoring of the Master and the application running on it

As soon as the scenario is initiated, the Replica checks the Master on a regular
basis, by default every 30 seconds. There are three types of monitoring checks - a
ping request that is sent to the Master in order to verify that the Master is
accessible and alive; a database check that verifies that the appropriate services are
running and the data is in good state; a user-defined check that can be tailored to
monitor specific applications.

If an error occurs with any part of the set, the entire check is considered to have
failed. If all checks fail throughout a configured timeout period (by default 5
minutes), the Master server is considered to be down. Depending on the HA
scenario configuration, this will cause Arcserve RHA to send you an alert or to
automatically initiate a switchover.
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Switchover and switchback workflow

In an initial HA scenario, the Master is the active computer, and the Replica is the
standby computer. The standby computer is continuously checking the state of the
active one, to determine whether it is alive and to decide whether to assume the
active role.

A switchover can be triggered automatically or with the push of a button. The first
time a switchover occurs, the Replica that was on standby becomes the active
computer, and the Master reverts to a standby mode (assuming it is still
operational). When the Master (now the 'standby') is ready, a switchback process
can be initiated, either automatically or manually. Following the switchback, the
Master again becomes active, and the Replica returns to its previous standby and
monitoring role.

Note: After a connection loss, during the attempt to reconnect, a node (either
Master or Replica) tries to determine its role. If the two nodes establish themselves
as Masters, upon reconnection the newest active Master will continue to act as the
Master, while the older one will turn into the standby Replica.

Important! After switchover, the "Server" service on the standby server, used to
support file, print, named-pipe sharing, becomes inaccessible for ten minutes after
switchover occurs. See the option, HASharesAccessTimeout, in the ws_rep.cfg file.

Setting High Availability Properties

This section describes how to configure High Availability properties, and provides a list
of the HA properties, their corresponding values, and an explanation of each property.

Note: These options are available only to those who are licensed for High Availability.

Some properties apply only to certain server types ( Exchange, SQL, etc.). For more
information, see the specific Operation Guide.

Related Topics:

Configure High Availability Properties (see page 257)

Active and Standby Hosts (see page 269)

Move IP Redirection (see page 270)
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Configure High Availability Properties

The HA property values determine the entire scenario's default behavior concerning
network traffic redirection method, database management, and more.

Notes:

m  The Properties pane and its tabs (Root Directories, Properties, Statistics) are context
sensitive. The displayed content is changed whenever you select a different node
from the scenario folder.

m  To configure scenario properties, the scenario must be stopped.

To set scenario properties

1. Onthe Scenario pane, select the HA scenario whose properties you want to
configure.

2. Onthe Framework pane on the left, select the High Availability Properties tab.

The High Availability Properties list opens.

!g High Availability Properties

Froperty Yalue

&) Switchover

Hosts

Network Traffic Redirection
=& 15 Alive

DB Management
Ac{ion upon Success

(3 Root Directories | Properties High Awvailability Properties [[[[[n Statistics
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Note: A running scenario has a gray background, and scenarios that are not running
have a white background.

3. Ifthe scenario is running, click the Stop g button on the toolbar. The scenario is
stopped.

4. On the Scenario Properties list, open the desired group, select the required
property, and select or enter the appropriate values. Some values can be manually
entered in an edit box field, while others can be selected from a combo box by
clicking the default value.

=

5. After you set the required properties, click the Save button on the Standard

toolbar to save and apply your changes.

Understanding High Availability Properties

This section lists the High Availability properties, corresponding values, and provides an
explanation of each property. It also explains the Active and Standby host concepts. The
HA properties are listed according to their location in the respective property group:

m  Switchover (see page 259)
m  Hosts (see page 259)

m  Network Traffic Redirection (see page 260)

m s Alive (see page 266)

m DB Management/Application/Shares Management (see page 268)

m  Actions upon Success (see page 269)
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Switchover

Hosts

The system continuously checks for a switchover situation, as defined in the Is Alive
properties (see page 266), and informs the user according to the defined notification
settings. When the system detects a switchover situation, the Perform Switchover
Automatically option is checked to determine if there should be an automatic
switchover, or only a notification of the situation. In the latter case, switchover may be
triggered with the Perform Switchover menu command or toolbar button.

Switchover Hostname

Enter the hostname/IP address of the Replica host to which the Master switches.
You can choose only one Replica.

Any time this Name/IP, or Master's Name/IP, is changed, all the switchover
properties are reset to their default values.

Perform Switchover Automatically

When this option is On, switchover is initiated automatically if the Master server is
down or database failure detected.

Run Reverse Replication Scenario after Switchover

After a switchover, this option determines whether replication in the reverse
direction would begin automatically.

When set to On, Arcserve RHA verifies that the data integrity is kept. If the data is
found to be consistent, re-synchronization is avoided and the backward scenario is
initiated. However, in DB scenarios when this option is set to On, the reverse
replication starts in a suspended state. It is unsuspended only after the database on
the Active server has passed all tests typically performed in the Check DB properties
in the Is Alive properties.

Master Fully Qualified Name

Indicates the fully qualified name of the Master host. It is obtained automatically
from the operating system and you cannot change it manually.

Replica Fully Qualified Name

Indicates the fully qualified name of the Replica host. It is obtained automatically
from the operating system and you cannot change it manually.
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Network Traffic Redirection

There are three redirection methods:

® MovelP

m  Redirect DNS

m  Switch Computer Name

m  Switch Computer Alias

You may also specify User-defined scripts for each server type.

The three redirection methods can be used according to the following table:
Move IP |Redirect Switch Switch Alias
DNS Computer Name | Name
Microsoft Dynamics No Yes Yes Yes
File Server Yes Yes Yes Yes
Full System HA No Yes No No
Exchange Yes Yes No Yes
Oracle Yes Yes No Yes
sQL Yes Yes Yes Yes
1S Yes Yes Yes Yes
Control Service No Yes Yes Yes
SharePoint Yes Yes Yes Yes
VMware vCenter Yes Yes Yes Yes
Hyper-V No Yes No No

Note: For computer alias names, Arcserve RHA supports UNC access.
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After a switchover takes place, the A-records of Master and Replica servers are changed
on the DNS server, depending on which Network Redirection Methods you select. The
following table shows what network redirection methods impact the DNS A-record.

If the Network Redirection method is MovelP, the DNS A-record is not impacted.

If the Network Redirection is DNS redirection, the A-record Master redirects to the
Replica IP after switchover, while the Replica A-record doesn't change.

If the Network Redirection is Switch Computer Name, the Master A-record changes
to Master-RHA after switchover, and the Replica A-record changes to Master.

If the network redirections are DNS redirection and switch computer name, the
result is same as only DNS redirection.

If you want to keep the Replica A-Record, use the DNS Redirection method or DNS and
Switch Computer Name methods.

Move IP

During switchover, the switchover IP(s) are released on the active host and added
to the standby host. This redirection method is applicable only when both the
Master server and the Replica server are on the same IP subnet.

Choosing Off or On affects the available options in the Check With property for a
Send ping request. Refer to Is Alive (see page 266).

Add IP/Mask

Enter IPs for the active computer that will be moved to the standby computer
during switchover. The Master IP address defined in the Master Properties
must be different than the IPs entered here.

To add IP/Mask
1. Click the tree entry: Click here to add new IP/Mask.
The IP Address dialog appears.
2. Enter the relevant IP/Mask data in the dialog and click OK.

A new entry is added to the list, and a new row opens for another IP/Mask.
Enter as many entries as you require.

Notes:

m The Master IP address on the Properties tab under Host Connection (the
Master IP that was entered in the Scenario Creation Wizard), must NOT be
one of the IPs included in this list.

m If the Move IP or the Redirect DNS property is set to On, Arcserve RHA
turns off the dynamic DNS registration for the Master. (The checkbox,
Register this connection's addresses in DNS in the Advanced TCP/IP
Settings dialog is cleared).
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Redirect DNS

During the switchover, the A-record of the Master Server will be updated. This
redirection option is applicable when the Master and the Replica are located on a
different IP subnet or on the same subnet.

If the Move IP or the Redirect DNS property is set to On, Arcserve RHA turns off the
dynamic DNS registration for the Master. (The checkbox, Register this connection's
addresses in DNS in the Advanced TCP/IP Settings dialog, is cleared).

DNS Server IPs

Enter IPs of DNS servers to update. Arcserve RHA tries to update all servers
listed. However, switchover is considered successful even if only one update is
successful.

To enter the value, click the tree entry: Click here to add new IP.
DNS TTL

Enter number of seconds for DNS Time-To-Live. This value is changed in the
DNS Server for the A-record that is updated.

Active Directory Integrated

Specify if DNS is an Active Directory Integrated. If the Master DNS is on a
Windows platform and integrated with Active Directory, set this option to On.

DNS Key Filename (full path)

Enter the full path of the file containing the DNS secure key. This field appears
only when AD Integrated is Off.

Master/Replica IPs in DNS
Enter the Master/Replica IPs in its DNS server.

The Master's DNS record is updated during every switchover: in the switchover
from Master to Replica, the addresses in the Master's DNS record are replaced
by the addresses of the Replica. In the switch back from Replica to Master, the
addresses are restored to the original values.

To enter the value, click the tree entry: Click here to add new IP.
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Switch Computer Name

This redirection option is applicable when you use NetBIOS name resolution for
your connections with the Master. If the hostname and the NetBIOS name are not
the same, this option cannot be used.

During the switchover, the Replica computer is renamed to the Master computer
name and the Master computer is renamed to a temporary name (if the Master
server is alive). During the switchback, the names are restored. Both the hostname
and the NetBIOS name are changed. When Switch Computer Name redirection is
enabled in the Active Directory environment, the Master and Replica servers must
be members of the same domain or trusted domain.

Important! If you will be redirecting File Shares, in which clients connect to via the
Master server name, Switch Computer Name must be enabled. For example, if the
Master server's name is fsO1 and clients connect to \\fsO1\sharename or
\\fsO1.domain.com\sharename, then you must use the Switch Computer Name
method. We also recommend enabling one other method. The most common
method is to use both DNS Redirection and Switch Computer Name.

When you use the Switch Computer Name redirection method on Windows 2008
and Windows 2008 R2 systems, a reboot is required after switchover and
switchback. You cannot run a reverse scenario until the system is restarted because
the computer name does not take effect until the reboot completes. We
recommend setting the Reboot After Switchover and Switchback property to On
when using this method.

Master Computer Name

NetBIOS name of the Master computer. This name cannot be modified here.
Replica Computer Name

NetBIOS name of the Replica computer. This name cannot be modified here.
Reboot after Switchover and Switchback

After a switchover and a switchback, if this option is set to On, both Master and
Replica computers are rebooted.

Use Computer Name Alias

After a switchover, the Computer Name of the original Replica will not be
changed. Instead, the Replica will use the Master hostname as the Alias, and
therefore it will not have to reboot. If you set this option to On, we recommend
you set the Redirect DNS property to On.

User Defined Scripts
This option allows the standard redirection methods to be enhanced or replaced by

actions that are invoked by user-defined scripts.

Important! When using scripts, each script must reside in the same path and with the
same name on both the Master and the Replica.
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Active to Standby Redirection Script
m  Script Name

Enter the name and full path of script to be run on the active computer, if it is
alive, in order to redirect clients to the standby computer or release network
resources on active host.

m  Arguments

Arguments to be passed to the script specified in the previous property.
Argument values must be static.

Note: The Active to Standby Redirection Script is also automatically executed when
the HA scenario starts running. At this stage, the script runs on the standby Replica.

Standby to Active Redirection Script
m  Script Name

Enter the name and full path of script to be run on the standby host, in order to
redirect clients to it or add network resource.

m  Arguments

Arguments to be passed to the script specified in the previous property.
Argument values must be static.
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Identify Network Traffic Direction Script

Required to fully support custom redirection methods. The custom scripts
entered here are used to identify the active server. The Engine assumes that:

m [f the script was executed on the host is returning 0, then the host is active
(has all network resources on it or users directed to this host)

m [f the script is returning a non-zero value, then the host is inactive (all or
some of the network resources are absent, or users are not directed to this
host).

m  Script Name

Enter the name and full path of script to be run. This script determines if the
Forward or Backward scenario will run when the scenario is started. The script
runs on both Master and Replica: the one that returns zero is active. If both
return the same value, a conflict is reported.

m  Arguments

Arguments to be passed to the script specified in the previous property.
Argument values must be static.

Switch Computer Alias

During switchover, the alias name is released from the active host and added to the
standby host.

Both NetBIOS and DNS CNAME alias names are supported. To add NetBIOS alias
names, create a Multi-String value named OptionalNames with Data as
<aliasnames> in the following registry key and restart the Server service.

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\services\LanmanServer\Parameters

Note: When the master server is a workgroup server, then the switchover by DNS
alias name cannot be supported. The reason is that the user of the workgroup
server does not have the privileges to access the DNS information.

Alias Name

Enter the alias name of the active host that is moved to the standby host during
switchover.

Update/Add/Delete

By default, alias name is auto configured when the HA scenario is created. You
can add or delete all or the selected aliases.

After the scenario is created, you can also add a new alias in your environment.
To enable this new alias, click the refresh button and reload the HA properties.
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Is Alive

Arcserve RHA continuously checks to see if the active host is up (according to Send ping
request, Connect to DB, or User-Defined Script method, see below). These checks are
made in scheduled intervals according to the Heartbeat Frequency.

Checking the status is interpreted as follows:

m  |fthereis an indication that the active computer is OK (alive), no new action is
taken, and the system continues to check according to the scheduled intervals of
the Heartbeat Frequency.

m  [fthereis an indication that the active computer is not OK (is not alive), the active
computer is checked again at the next Heartbeat timeout for a maximum period of
the Is Alive timeout. If no indication of the active host being alive is found within
the Is Alive timeout, Arcserve RHA executes event notification. Simultaneously, it
checks whether or not to perform a switchover, as defined by the Perform
switchover automatically property.

Important! When using scripts, each script must reside in the same path and with the
same name on both the Master and the Replica.
Is Alive Timeout (sec)

If the standby host does not receive indication that the active host is alive during
this interval (in seconds), switchover or notification is initiated. The checks are
performed at the Heartbeat Frequency.

Default is 300 seconds.
Heartbeat Frequency (sec)
Interval (in seconds) for sending heartbeat requests (performing the checks below).
Default is 30 seconds.
Check Method
Send Ping Request

ICMP requests are sent automatically from the standby host to the active host,
to check if the active host is up.

The available options depend on the value of the Move IP property. For more
information, refer to Redirection properties (see page 260).

m If MovelPisOn

m  During the switchover, the IP is moved from the active computer to the
standby. Therefore, the standby computer must check this IP continuously.

In the IP for Ping property, enter IP Address to ping.
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m [f Move IP is Off

During the switchover, the IP is not moved from the active to the standby
computer. Therefore, define two IPs for ping:

IP for ping from Master to Replica

Enter IP address to ping. When the Replica computer is the active host, an
ICMP request is made from the Master to the Replica. If no reply is
received within two seconds, the Replica computer is considered
non-operational.

IP for ping from Replica to Master

Enter IP address to send ping to. When the Master computer is the active
host, an ICMP request is made from the Replica to the Master. If no reply is
received within 2 seconds, then the Master computer is considered to be
non-operational.

Connect to DB

[For database applications only] When this property is set to On, Arcserve RHA
connects to the active computer's database according to the Heartbeat
Frequency, and checks to see if the database services are running and all
databases are mounted.

User-Defined Scripts

Allows the standard check methods to be augmented or replaced by
user-defined actions in scripts.

Check Script on Active Host
This script runs on the active server, and checks if it is alive.
m  Script Name

Enter the name and full path of script to run. Arcserve RHA connects to the
active computer once every Heartbeat timeout, and executes the script. If the
return value equals zero, the active computer is OK (alive). If the return value is
different than zero, the active server is not responding and switchover is
required.

m  Arguments

Arguments to be passed to the script specified in the previous property.
Argument values must be static.

Check script on Standby host

This script runs on the standby server, and checks if the active server it is alive.
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m  Script Name

Enter name and full path of script to be run. Arcserve RHA connects to the
active computer once every Heartbeat timeout, and executes the script. If
the return value equals zero, the active computer is OK (alive). If the return
value is different than zero, the active server is not responding and
switchover is required.

m  Arguments
Arguments to be passed to the script specified in the previous property.
Argument values must be static.
DB Management/Application/Shares Management
Automatic

If you want Arcserve RHA to manage services on your DB Server, set this option to
On. Then:

1. During the scenario creation, the list of application (DB) services that must be
managed are auto-discovered.

2. Once the scenario is running:

m [DB] DB services on the active host are initiated (if they are not running),
and they are stopped on the standby host (if they are running).

3. During the switchover:

m [DB] DB services on the active host are stopped, and they are started on
the standby host.

User-Defined Scripts
Start DB/Start Application Script

If set to On, runs a user-defined script to augment or replace the start of DB
services/the start of applications. This action occurs during a scenario run on
the active host, or during a switchover on the standby host.

Script Name (full path)
Enter the name and full path of the script to be run.
m  Arguments

Arguments to be passed to the script specified in the previous property.
Argument values must be static.
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Actions upon Success

Stop DB/Stop Application Script

If set to On, runs a user-defined script to augment or replace the stop of DB
services/the stop of applications. This action occurs during a scenario run on
the standby host, or during a switchover on the active host.

Script Name (full path)
Enter the name and full path of the script to be run.
Arguments

Arguments to be passed to the script specified in the previous property.
Argument values must be static.

Important! When using scripts, each script must reside in the same path and with the
same name on both the Master and the Replica.

User-Defined Script

When set to On, runs a user-defined script. The actions invoked by the script will be
performed following the completion of a successful switchover.

Active and Standby Hosts

Script Name (full path)

Enter the name and full path of script. This script runs on the active server after
the switchover completion.

Arguments

Arguments to be passed to the script specified in the previous property.
Argument values are static.

In an initial scenario, the Master is the active computer, and the Replica is the standby
computer. The standby computer is continuously checking the state of the active one, to
decide whether to become active computer.

The first time a switchover occurs, the Replica that was on standby becomes the active
computer, and the Master reverts to a standby mode (assuming it is still operational).
When the Master (now the 'standby') is ready, a switchback process can be initiated
where the Master again becomes active, and the Replica returns to its previous standby
and monitoring role.
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Move IP Redirection

This section describes the steps required for adding Move IP redirection to the High
Availability scenario.

Important! Use this method only when both servers are on the same IP subnet.

Adding IP Address to the Master Host

You need to add an additional IP address to the Master host, to use Move IP redirection

in your HA scenarios. (This additional IP address is denoted as RHA-IP in the following

steps). This new IP address is used for Arcserve RHA internal communication and

replication. This is necessary because once switchover occurs, the original Master IP

address is no longer available on the Master - it switches to the Replica host.

To add IP address to the Master host

1. Select Start, Settings, Control Panel, Network Connections, Local Area Connection.
The Local Area Connection Status dialog appears.

2. On the General tab, click the Properties button.

The Local Area Connection Properties dialog appears.

3. Onthe General tab, select Internet Protocol (TCP/IP), and then click the Properties
button.

The Internet Protocol (TCP/IP) Properties dialog appears.
4. On the General tab, click the Advanced button.
The Advanced TCP/IP Settings dialog appears.

5. Onthe IP Settings tab, click the Add button.
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6. The TCP/IP Address dialog appears.
- Lol Area Connection Properties =SS TFY

(<-4 Advanced TCP/IP Settings

1 1P Settings |ons | wns | Optices |

[% fo 1P addesses —
Poddess | Subootmask
<zcurrent master IPadd> 255,255.255.0
add.. |N e
N
kot O —
192.168,220.. [P address: ["<RHA-IPIPadd>
Suboet mask: | 285 .255 .255 . 0
L I Add I Cancel |
~V Aytomatic metric
[ 11 erface et I J

ok | coxe |

7. Inthe TCP/IP Address dialog, enter the additional IP address (RHA-IP). Then, click
Add.

The additional IP address is saved, and the TCP/IP Address dialog is closed.

8. Click OK on all the open dialogs, until you close all dialogs and exit the local area
connection settings.

Configuring the Move IP Method through the Manager

After you add the additional IP address to the Master host, you must add the RHA-IP to
your HA scenarios. There are two ways to add the RHA-IP address to an HA scenario:

m  For new scenarios, directly from the Scenario Creation Wizard.

m  For existing scenarios, by modifying the Master host name.

The procedures for both ways follow.
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Adding RHA-IP to New Scenarios

To add RHA-IP to a new scenario for Move IP redirection method

1. Onthe Scenario Creation Wizard, in the Master and Replica Hosts page, enter the
following:

m  On the Master Hostname/IP box, enter the additional IP address (RHA-IP).

m  On the Replica Hostname/IP box, enter the IP address of the Replica host, and
not its hostname.

(@St:enarin Creation Wizard =

Master and Replica Hosts

Enter the hostname or IP address for both the Master (source] and Replica (target] hosts.
IF the seenanio will involve mare than ohe Replica, add one Replica now, and manually add the ather Replicas in the Scenario pane once
you completed the wizard steps

« Welcome

" Product Type

4 Scenario Setup Scenario Name | Exchange_Scenario

P Hosts

Engine Werification Master Hostname/P | <Rea P address> . | Port | 25000
taster Configuration

HenicA e e Replica Hostname/|P | <IP address of the Replica host> . | Port | 25000

Scenano Properties
Hosts Praperiss ™ Assessment Mode
Scenario Verification

Run Scenario ¥ Werify Arcserve RHA Engine on Hosts

Back | &e;& = | Finish | Cancel I

2. Click Next, and continue defining the scenario as usual until the Switchover
Properties page appears.

3. On the Switchover Properties page, open the Network Traffic Redirection group,
select the Move IP property, and set its value to On.

By default, the second IP address of the Master host appears here in the IP/Mask
box.

Note: If the Master host has only one IP address, the IP/Mask box would be empty.

4. If you have end users who connect to the Master host using its hostname, use the
Redirect DNS or Switch Computer Name methods along with the Move IP. If you
do not need to use the Master hostname, disable the Redirect DNS option by
setting its value to Off.

5. After setting the redirection method, click Next, and continue defining the HA
scenario as usual.
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Adding RHA-IP to Existing Scenarios

To perform the following, stop the scenario first.

To add RHA-IP to an existing scenario for Move IP redirection method
1. Onthe Scenario pane, select the required Master host.

2. Right-click the Master and select Rename from the pop-up menu. Then, enter the
RHA-IP address.

3. Make sure that the Replica host is defined by its IP address and not by its hostname.
If necessary, enter the Replica IP address instead of its hostname.

4. Onthe Framework pane, select the High Availability Properties tab..

5. Open the Network Traffic Redirection group, select the Move IP option, and set its
value to On.

The IP/Mask property appears.

ability Properties

Property Walue

Switchover
Hosts
E‘ Network Traffic Redirection

as [[= eretoa [t ask.
Add IPihdazk Click h dd IPihdazk.

1 [E| Redirect DNS On
FHEUser-Defined Scripts

=& 15 Alive
DB Management
Aclion upon Success

After switchover, the Master's [P switches to the Replica host. This redirection method i applicable only when both Master and Replica host
are on the same P subnet.

[T Root Directories | Froperties ﬁ High Awailability Properties

6. Click the IP/Mask value box.The IP Address dialog appears.

context_help_Form B
IP address: Im

Subnet mazk: |255. 0ooo

Bemove | ok | LCancel |
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Cluster Move IP

Enter the original IP address of the Master host. This IP address will be moved to
the standby computer during switchover. Then, click OK.

Note: If you are moving more than one IP address, you can add multiple production
IP addresses by selecting Click here to add new IP/Mask.

ability Properties

Fropery Value

Switchover

Hosts

E‘ Network Traffic Redirection
E‘ kaove P

-k =Original Master IP address/Mask:
Add IFitdask Click here to add new IPfMaszk.
Redirect DN On
Uszer-Defined Scripts
=& 15 Alive
DB Management
Aclion upon Success

Enter |Ps for the active host that will be moved to the standby computer during switchover. The Master IP address in the Master Properties
must be different than the IPs entered here.

7| Root Directories | Froperties ﬁ High Avwailability Properties

If you have end users who connect to the Master host using its hostname, use the
Redirect DNS or Switch Computer Name methods along with the Move IP. If you
do not need to use the Master hostname, disable the Redirect DNS option by
setting its value to Off.

Click the Save button on the Standard toolbar to save your setting.

Using Move IP redirection with a clustered Master (MSCS with shared storage) requires

you

to add an IP resource to the Master resource group. This section describes how to

configure this redirection method.

Note: If both Master AND Replica are clusters, perform the following steps:

1. Manually create an IP resource with the IP that you want to move to the replica
cluster and make the resource offline.

2. Create an HA scenario as usual and use the Move IP redirection method. Make
sure that the IP resource you created on the replica cluster is the same IP that
you want to move.

3. Runthe scenario as usual.
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Using the Manager

This section details Cluster Move IP redirection using the Manager.

For New Scenarios

During the initial run of the Wizard, enter the RHA-IP and Replica IP addresses instead of
the cluster virtual server names. The following screen shows the RHA-IP entered in the
Master Hostname/IP field and the Replica Server IP address entered in the Replica

Hostname/IP field.

@:)SA:enario Creation Wizard

Enter the hostname of IP address for both the Master [source) and Replica [target) hosts
If the scenario will involve mare than one Replica, add one Replica now, and manually add the other Replicas in the Scenario pane once
you completed the wizard steps.

W Welcome

+" Product Type

«" Scenario Setup
P Hosts
Engine Yerffization
Master Configuration
Replica Configuration
Scenario Properties
Hosts Properties
Switchover Properties

Scenario Verification

Run Scenario

For Existing Scenarios

=] E3

Master and Replica Hosts

| <Master IP address> | Port | 25000

Replica Hostname/1P I <Replica IP addrass:

™ Replicate to Cloud Select Cloud Host

[T Assessment Mods

[¥ Verify Arcserve RHA Engine on Hosts

| Port | 25000

Back [ext I Einish I Cancel

To use Cluster Move IP with existing scenarios

1. Onthe Scenario pane, select the required Master host.

= g9 5cenatios
! — | State | Podm M. Server

E [ Exch 2007cluster to stand-al... Running HAZAR 0... Exch

Sent Files

SLAORWERDYCN

2. Right-click the Master and select Rename from the pop-up menu. Then, enter the

RHA-IP address.

3. Onthe Framework pane, select the High Availability Properties tab and then select

the Replica server as the switchover host.

Chapter 10: Switching Over and Switching Back 275



Setting High Availability Properties

Using the Master Cluster

Set the Move IP option to On. Ensure that the IP address under Move IP, IP/Mask
matches the production server IP address: this is the IP address that will switch
over. If you are moving more than one IP address you can add multiple production

Fropery | Walue

Switchover
Hosts
E‘ Metwork Traffic Redirection

Biiove IP
B[l Redirect DNS
E| DMNS Servers IPs

[Eloms 1P 141.202.226.10
DNS IP Click here to add news P
[Eloms TTL (secy 8O
.ﬁctive Directary Integrated On
=& Master IPs in DNS
[=l1P address 141.202.226.74
IF' Address Click here to add new P
Z&lReplica IPs in DNS
(2P address 141.202.22642
IF'.é.ddress Click here to add new [P
Switch Computer Mame Off

User-Defined Scripts
Is Alive
DB Management
Ac‘tion upon Success

After switchover, the Master's |P switches to the Replica host. This redirection method iz applicable only when both Master and
Replica host are on the same [P subnet.

[T Root Directories | Froperties @ High Awailability Properties

To use Cluster Move IP through the Master cluster

1.
2.

Open the Cluster Administrator.

In the Master Cluster Resource Group, create a new IP resource and name it
RHA-IP.

Bring this resource online, and verify it is visible from the Replica via the ping
command. This new IP address is used for Arcserve RHA internal communication
and replication. This is necessary since the current production IP address is not
available on the Master cluster after switchover -- it switches to the Replica server.
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This section explains how to replicate the Control Service data, and how to switch the
roles of two Control Services when the active Control Service is down. The section
describes in detail the following operations: creating and using HA Control Service
scenario, and performing Control Service switchover and switchback.

This section contains the following topics:

Understanding the Control Service Scenario (see page 277)

Create High Availability Scenarios for the Control Service (see page 279)
Open the Manager for Using the HA Control Service Scenario (see page 283)
Switch the Roles of the Active and Standby Control Services (see page 284)

Understanding the Control Service Scenario

The Control Service functions as the single-point-of-control of the Arcserve RHA
operation, and it contains the entire data of the existing scenarios. In one Arcserve RHA
scenario-system, one Control Service manages all scenario-related-tasks, and the
Managers that are connected to it enable you to monitor the Arcserve RHA activities. If
the Control Service is down, the scenario functioning is not affected. However, you are
not able to control, manage and monitor the state and operation of the scenarios during
this time. To overcome the danger of losing the Control Service data or losing the ability
to manage and monitor your scenarios, Arcserve RHA offers you the Replication and HA
Control Service scenarios. These scenarios enable you to protect the Control Service
data and functionality, in the same way you protect other supported applications.

Arcserve RHA enables you to replicate the Control Service data, and to save the
replicated data on a Replica host. In order to perform this, you need to create a
Replication Control Service scenario. The Replication scenario also enables you to
activate the Rewind option, and to recover lost Control Service data if necessary.

In addition, Arcserve RHA enables you to apply the HA solution to the Control Service.
This means that if the active Control Service is down, you can switch the roles between
the active Control Service and a standby Control Service, and make the standby Control
Service the active one. For switching over and switching back the roles of two Control
Services, you need to create an HA Control Service scenario.

Important! If you are running a Replication Control Service scenario, you cannot use a
second Control Service to manage your scenario-related-tasks. To use a second Control
Service when the first one is down, you need to initially install two Control Services, one
as the active Control Service and the second as the standby Control Service. You also
need to install two Engines, one on each Control Service machine, and to verify that
they are running. Only then you can create and run HA Control Service scenario.
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The creation of Replication and HA scenarios for Arcserve RHA Control Service is similar
to the creation of Replication and HA scenarios for application and database servers. In
both you are using the same step-by-step Scenario Creation wizard. However, there are
some differences in the creation of Replication and HA scenarios for the Arcserve RHA
Control Service, as follows:

[Replication and HA scenarios] Running only one scenario per Control Service - you
can run only one Control Service scenario at a time for a specific Control Service.

[Replication and HA scenarios] No special license is needed - you do not need a
special license for creating a Control Service scenario, either Replication or HA.
However, you do need to register the Arcserve RHA product (see page 43) before
creating a scenario for the Control Service.

[Replication and HA scenarios] Master details cannot be changed - In the Master
and Replica Hosts page in the Scenario Creation Wizard, where you enter the IP
address/hostname of the Master and Replica hosts, the Master host details are
entered automatically by the system and cannot be changed. The Master Control
Service details that appear in the wizard are the ones you entered in the Web
browser for connecting the Control Service to the Overview Page.

[HA scenario] Control Service items cannot be excluded from replication - in the
Master Configuration page in the Scenario Creation Wizard, the auto-discovery
results are read-only. You cannot exclude Control Service items from the replication
process.

[HA scenario] Move IP redirection method cannot be used - there are only two
network traffic redirection methods you can use: Redirect DNS and Switch
Computer Name. You cannot use the Move IP redirection method.

[HA scenario] Automatic switchover and automatic reverse replication cannot be
disabled - you cannot disable the automatic initiation of a switchover when the
Master is down, and the automatic initiation of a backward scenario. Therefore, the
Switchover and Reverse Replication Initiation page in the Wizard and the
corresponding properties are either not displayed or disabled. However, you can
manually initiate a switchover and a switchback by using the Perform Switchover
button on the Standard toolbar.

[HA scenario] To create HA scenario for a Control Service, you need to install two
Control Services: one should function as the active Control Service, and the other
should function as the standby Control Service. For more information, refer to
Arcserve RHA Installation Guide.
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To learn how:

To create Replication Control Service scenario, use the instructions for Create a File
Server Replication Scenario (see page 46), along with the qualifications specified
above.

To recover Control Service data, refer to the Recovering Data and Servers chapter
(see page 237).

To create HA Control Service scenario, refer to Create High Availability Scenarios for
the Control Service (see page 279).

To manually initiate a switchover, refer to Manually Initiating a Control Service
Switchover (see page 285).

To handle a loss of connection and the switchover process, refer to The Switchover
and Backward Scenario Processes (see page 285).

To reverse back the Control Services o their original states, refer to Switching Back
the Control Services Roles (see page 287).

Create High Availability Scenarios for the Control Service

When creating Control Service scenarios, Assured Recovery is not supported and the
option is unavailable.

Important! Before you create HA scenario for the Control Service, you should verify that
you have two Control Services installed, one as the (active) Master Control Service and
one as the (standby) Replica Control Service. The Replica Control Service should be
down. In addition, an Engine should be installed and running on both the Master and
Replica hosts.

To create a High Availability scenario for the Control Service

1.

Open the Arcserve RHA Manager. Then, select from the Scenario menu the New
option, or click the New g button on the Standard toolbar.

The Scenario Creation Wizard opens.

Select the required scenario options, as follows:

m Select the Create a New Scenario option button.

m  From the Group drop-down list, select the group to which you want to assign
the new scenario, or enter a name for a new scenario group.
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Click Next. The Select Server and Product Type page opens.

A list of available applications and scenario types is presented.

Note: The list of available applications depends on the licenses applied.

Select the required scenario options, as follows:

From the Select Server Type list, select Control Service.
From the Select Product Type options, select High Availability Scenario (HA).

Note that Integrity Testing for Assured Recovery is not supported for Control
Service HA scenarios.

Click Next. The Master and Replica Hosts page opens.

Enter the following information:

m Inthe Scenario Name box - accept the default name or enter a new name for
the scenario. When entering a name, choose a unique name, since you cannot
use the same name for more than one scenario.

m In the Master Hosthame/IP box - the system automatically enters the
hostname or IP address of the (active) Master Control Service, based on the
Control Service details you entered for opening the Overview Page. These
details cannot be changed here. To use a different Control Service, you need to
connect it to the Overview Page, and then reopen the Manager.

m Inthe Replica Hostname/IP box - enter the hostname or IP address of the
Replica (standby) Control Service, or use the Browse buttons to find it.

m Inthe Port boxes - accept the default port no. (25000) or enter a new port
numbers for the Master and Replica.

Notes:

m  The Assessment Mode option is disabled in HA scenario.

m  The Verify Arcserve RHA Engine on Hosts check box - select this check box if

you want the system to verify whether Engines are installed and running on the
Master and Replica hosts you specified in this page. If Engines are not installed
on the selected hosts, you can use this option to remotely install the Engines
on one or both hosts. For more information about the Host Verification page,
see Creating a Scenario (see page 46).
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After you selected the desired options, click Next. The Master Configuration page
opens.

Arcserve RHA auto-discovery component automatically displays the directories and
files that are on the active Control Service. These directories and files are the data
that will be replicated and protected.

The replicated Control Service items include:

m  Product Registration - product registry keys

m  Scenarios - xmc files of scenario definitions

m  Templates - xmc files of user-defined templates
m  Reports - files of scenario reports

m Configuration and Management files

Note: In HA Control Service scenarios, you cannot exclude Control Service items
from replication. In Control Service Replication scenarios, you can exclude the items
you do not want to replicate, by clearing their check boxes.

Click Next. The Scenario Properties page opens.

The Scenario Properties page enables you to configure the scenario properties that
affect the entire scenario. Typically, the default values are sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 192). To configure the scenario
properties at a later stage, refer to Configuring Scenario Properties (see page 191).

Click Next. The Master and Replica Properties page opens.

The Master and Replica Properties page enables you to configure the properties
that are related to either the Master or Replica host. Typically, the default values
are sufficient.

If you want to configure the Master and Replica properties at this stage, refer to
Setting Master and Replica Properties (see page 203). To configure the Master and
Replica properties at a later stage, refer to Configuring Master or Replica Server

Properties (see page 204).

Note: You can modify all the settings in this pane after the scenario is created.
However, before changing any Spool properties (which can be configured here),
review the Spool information (see page 207) for configuration details.

Once you are satisfied with the Master and Replica properties, click Next.
The Switchover Properties page opens.

The Switchover Properties page allows you to modify switchover parameters. As
with the prior steps, no changes are required.

If you want to configure the switchover properties at this stage, refer to
Understanding High Availability Properties (see page 258). To configure the
switchover properties at a later stage, refer to Configuring High Availability
Properties (see page 257).
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10.

11.
12.

13.
14.

Notes:

m  When selecting the Network Traffic Redirection method, there are only two
methods you can use for this scenario: Redirect DNS and Switch Computer
Name. You cannot use the Move IP redirection method.

m  The Is Alive Timeout (sec) property controls how long to wait after a failure is
detected before triggering an automatic switchover. The default is 300
seconds. For more details, review the |s Alive information (see page 266).

Click Next. A notification message appears informing you that Arcserve HA verifies
the validity of the new scenario and checks many different parameters between the
Master and Replica servers to ensure a successful switchover.

Note: In HA Control Service scenario, once a Master failure is detected, a
switchover and a backward scenario are always initiated automatically. You cannot
disable this automatic initiation. However, you can also manually initiate a
switchover, by clicking the Perform Switchover button.

Once the verification is completed the Scenario Verification page opens.

If the scenario was not set up correctly, or problems occurred in the participating
hosts or the connection between the Arcserve RHA components, the errors and
warnings detected are displayed, and two additional buttons appear: Retry and
More Info.

To repeat the verification process, click the Retry button.

To view additional information about the errors and warnings, click the More Info
button.

The Verification Results dialog opens, listing all the errors and warnings detected.

The Verification Results dialog provides you with detailed information about the
checks performed to help diagnose problems. It is intended to help you resolve any
issues encountered in running the software. You can also contact Technical Support
for further assistance.

m If any errors are displayed, you cannot run the scenario. These errors must be
corrected before you can start the synchronization, replication and HA
processes.

m If only warnings are displayed, you can run the scenario. However, it is
important that you consider the warning carefully since they indicate
conditions that are known to potentially cause problems with replication or
switchover. To close the dialog and return to the Scenario Verification page,
click the Cancel button.

m  When the scenario is verified successfully, on the Scenario Verification page
click Next to continue.
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15.

16.

The Scenario Run page opens.

The scenario configuration is now completed and you are prompted to run it.
Running the scenario starts the data synchronization process, following by
replication and is alive checks.

m Tofinish the scenario creation and run it later, select Finish.

m Torun the scenario, click Run Now.

The synchronization process starts. Synchronization may take a while depending on
data size and network bandwidth between the Master and Replica. You will receive
the following message in the Event pane when synchronization is complete: All
modifications during synchronization period are replicated.

From this point, real-time replication occurs and the High Availability solution is
active.

Open the Manager for Using the HA Control Service Scenario

To properly work with the HA Control Service scenario, it is important that you open the
Overview Page, and from it the Manager, by using the Control Service hostname,
instead of its IP address. If you will use the Control Service IP address, after a switchover
Arcserve RHA will not be able to automatically reconnect the Overview Page and the
Manager to the new active Control Service.

In addition, if you intend to work with HA Control Service scenario, you should NOT
open the Manager from the machine where you installed a Control Service. Open the
Manager from a third machine, which does not act as either the active or standby
Control Service.

To open Arcserve RHA Manager for working with HA Control Service scenario

1.

Open Internet Explorer. On the Address box, enter the Control Service hostname
and Port Number as follows: http://host_name:port_no/start_page.aspx

Note: If you selected the SSL Configuration option during the installation of the
Control Service, enter the Control Service hostname and Port Number as follows:
https://host_name:port_no/start_page.aspx

The Login dialog opens.

Enter your User Name, Password and Domain and click the Log In button.
The Overview page opens.

On the Quick Start toolbar on left, click the Scenario Management option.

A progress bar appears, indicating that the Manager component is currently
installed on the local machine.

Once the Manager installation is completed, the Manager opens.

Now, you can now start creating the HA Control Service scenario (see page 279).
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Switch the Roles of the Active and Standby Control Services

The shutting down of a Control Service, either intentionally or due to a crash, presents a
unique problem. When the Control Service is down, the Overview Page and the
Manager are disconnected. Consequently, they can no longer receive updated
information, and they cannot display a visible indication to the type of event that
occurred. Although the Overview Page and the Manager are up, you cannot see that the
Control Service is down, and you cannot manually initiate a switchover at this stage.

Arcserve RHA handles the disconnection problem by automatically trying to restore the
Control Service ("Manager") to its active state. If the attempt fails, and the active
Control Service is still detected as down, Arcserve RHA automatically initiates a
switchover. During the switchover, the standby Control Service becomes the active
Control Service. Following that, the Overview Page and the Manager are automatically
reconnected to the new active Control Service, and once again they display the updated
state of your system. During the reconnection, you may be prompted to log in again.

When the original active Control Service is up again, Arcserve RHA automatically
initiates a backward scenario. The backward scenario is a replication in the reverse
direction: from the new active Control Service server to the new standby Control Service
server. At this stage, you can reverse back the roles of the Control Services. All you need
to do is to manually initiate a switchback, meaning, a switchover in the opposite
direction.

In addition to the default automatic switchover, you can also manually initiate a
switchover between the active and standby Control Services. Once triggered, whether
manually or automatically, the switchover process itself is fully automated.

There are several stages in the role switching of the active and standby Control Services:

1. Initiating a switchover (see page 285) - this can be done either automatically by the
system, when it detects that the active Control Service is down, or manually by you.

2. The switchover process and the automatic initiation of a backward scenario (see
page 285) - these processes are performed automatically and you cannot disabled
them.

3. Initiating a switchback (see page 287) - this can only be done manually by you,
when you decide that the original active Control Service can become the active
server again.
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Manually Initiating a Control Service Switchover

When Arcserve RHA detects that the active Control Service is down, it automatically
tries to restart the Control Service, and if this attempt fails, it initiates a switchover.
However, you can also manually initiate a switchover, when the active Control Service is
still up.

Note: Do not run the Control Service on both the Master and Replica hosts at the same
time to prevent unexpected errors, such as 'connection broken'.

To manually initiate a switchover

1.

Open the Manager and select the desired Control Service scenario from the
Scenario pane. Verify it is running.

Click on the Perform Switchover button, or select from the Tools menu the
Perform Switchover option.

A confirmation message opens.

Click Yes on the Perform Switchover confirmation message. This procedure initiates
a switchover from the active Control Service to the standby Control Service.

From this stage on, the switchover process (see page 285) is the same for both
manual and automatic initiation.

The Switchover and Backward Scenario Processes

Understanding the switchover and backward scenario process

1.

Since the original active Control Service is down, the Overview Page and Manager
are no longer connected to it. Therefore, they no longer receive and display
updated information, and the changes that occur following the switchover initiation
are not shown in them, as they are shown in a regular switchover.

When the Overview Page loses its connection to the original active Control Service,
the following message opens.

This message indicates that the original active Control Service is down, and
therefore it is no longer connected to the Overview Page.

Click OK to close the message. This message may appear several times until the
original standby Control Service becomes active, and a connection to it is
established.

When the original standby Control Service is up and functioning as the new active
Control Service, the Overview Page is automatically reconnected to it, and the Login
dialog appears, prompting you to login to the new active Control Service.
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10.

Enter your User Name, Password and Domain and click the Log In button.

The Overview page re-appears, and it is now connected to the new active Control
Service.

On the Manager, the User Credentials dialog may open.

The User credentials dialog prompts you to login to the new active Control Service.
If this dialog appears, enter the necessary details and click OK.

Note: The appearance of the User credentials dialog is related to internal caching
settings, and it is not necessarily an indication to the progress of the switchover
process. The switchover may take place even if the User credentials dialog does not
appear.

The two Control Services have switched roles. Now, the Manager is no longer
connected to the original active Control Service but to the standby Control Service,
which became active following the switchover. The switchover related-events are
displayed in the Event pane.

Note: The "Split Brain" problem and solution:

After a connection loss and a switchover, the original standby Control Service is
functioning as the active Control Service. However, the original active Control
Service may still be up. Upon reconnection, both Control Services may try to act as
the active Control Service. In order to solve this potential problem, Arcserve RHA
keeps built-in numerical parameter in each Control Service, and the switchover
process increases the number of the newly active Control Service. All connection
requests are sent with this parameter, and when a Control Service receives a
connection request, it checks whether it contains a lower or higher number than
the one it carries. The Control Service that carries the lower number, shuts itself
down, and becomes the standby Control Service.

After the switchover, a backward scenario is automatically initiated by the system.

The backward scenario starts running once the original active Control Service is up.
It replicates data from the new active Control Service to the new standby Control
Service, while overwriting the data on the current standby Control Service.

Now, you can switch back the roles of the active and standby Control Service (see
page 287), and make the original Master the active server again and the Replica the
standby server.
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Switching Back the Control Service Roles

When the original active Control Service is up again, and the backward scenario is
running, you can switch back the roles of the standby and active Control Service and
reverse them back to their original states.

To initiate a switchback

1. Toreverse back the roles of the Control Services, while the backward scenario is

)
running, click the Perform Switchover E button or select the Perform
Switchover option from the Tools menu.

A confirmation message opens.

2. Click Yes on the Perform Switchover confirmation dialog. This procedure initiates a
switchback from the original Replica server to the Master server. Again, you are not
able to see the process of the switchback on the Overview Page and the Manager,
since they are disconnected from the active Control Service. But once the Overview
Page and Manager are reconnected, you can see that the Control Services have
switched their roles and returned to their original states.

Now, the Control Service HA scenario is running in its original direction.
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Chapter 12: Assured Recovery Testing

This section explains the Assured Recovery testing option, and describes the following
operations: creating AR scenario, performing AR test in a scheduled and non-scheduled
mode, and configuring the AR properties. In addition, this section describes how to set
up VSS snapshot creation and how to manage snapshots.

This section contains the following topics:

About Assured Recovery (see page 289)

Creating Assured Recovery Testing Scenarios (see page 291)
Configure Assured Recovery Properties (see page 294)
Specify Assured Recovery Properties (see page 296)
Perform an Assured Recovery Test (see page 299)

About Assured Recovery

The Assured Recovery option enables you to perform a full transparent test of the
recoverability of your data on the Replica server. The Replica server that is tested is the
one that would take over the production server if it will be down. The Assured Recovery
option is a true test of the actual server, applications and actions that will be required in
the event the Replica server will have to switch, become the Active server, and carry out
its functions.

This Assured Recovery test is executed by starting up database services, and performing
whatever operations that are required to verify the integrity of the data. All this is done
without any need to perform resynchronization, and without impacting either the
availability of the production server, or the safety that the Replication and HA systems
are designed to provide.

During the test, the data changes that continue to take place on the Master are sent to
the Replica, but they are not immediately applied. Instead, these changes are
accumulated and stored in a spool, and only when the testing is completed they are
applied to the Replica data. Since the spooling occurs on the Replica, if something
happens to the Master during the testing process, none of the accumulated changes are
lost.

Once the testing is finished, the Assured Recovery option stops the application services
it started on the Replica. Then, the Replica server is automatically rewound to precisely
the state that existed when the replication was paused and the test started. This way,
the accumulated changes in the spool can be applied as if no testing has occurred. From
this point on, the Replication or HA scenario continues normally. In the case of an HA
scenario, if a failure of the Master occurred during the testing, switchover begins.
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The Assured Recovery test can be fully automated and performed on a scheduled basis
as often as needed. Upon completion, appropriate personnel can be alerted with the
status of the test, and additional actions can be triggered on success, for example,
taking a VSS snapshot of the Replica data or creating a backup. In addition, you can
perform AR testing in non-scheduled mode when the need arises.

The Assured Recovery testing is tailored to all supported application and database
servers. However, since the Assured Recovery option tests database services, it is less
applicable for File and IIS Servers. You can still use the Assured Recovery option with
these servers for special tasks. For example, you can automatically suspend replication
on a regular basis during several hours each day, week or month, and run scripts in this
interval, or you can use this suspension to take VSS snapshots on the Replica. Since
there is no application per se, testing of the data with File and IIS Servers scenarios
requires additional custom scripts.

The Assured Recovery option supports both Replication and HA solutions, except for
Control Service scenarios. However, it is best suited for HA since in this case the Replica
server necessarily contains the actual database servers, on which the test is performed,
and not only data.

Note: The Assured Recovery option is not available for Control Service scenarios.

If you are using AR test as a part of Replication scenario, you must verify that the root
directories path is the same on the Master and the Replica. In addition, the Replica
should have database application installed, or share files if you test a File Server, and
they need to be configured on the Master and the Replica in exactly the same way.
Otherwise, the AR test will not produce meaningful results.
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Creating Assured Recovery Testing Scenarios

The Assured Recovery testing feature must be enabled during the creation of the
scenario that will later use it. For this reason, you cannot perform testing within a
Replication or HA scenario that is already running, and was not configured to use the
Assured Recovery option. To use Assured Recovery, it is necessary to create a new
scenario with the Integrity Testing for Assured Recovery option turned to On.

Note: This section demonstrates the creation of an Assured Recovery testing scenario
for Exchange Server HA. The procedure is similar for all application types.

To set Assured Recovery testing scenario

1.

Open the Arcserve RHA Manager. Then, select from the Scenario menu the New
option, or click the New g button on the Standard toolbar.

The Scenario Creation Wizard opens.

Select the required scenario options, as follows:

m  Select the Create a New Scenario option button.

m  From the Group drop-down list, select the group to which you want to assign
the new scenario, or enter a name for a new scenario group.

Click Next. The Select Server and Product Type screen opens.

A list of available applications and scenario types is presented.

Note: The list of available applications depends on the licenses applied.
Select the required scenario options, as follows:

m  From the Select Server Type list, select the type of server for which you want to
create the AR scenario. For this example, we will use Microsoft Exchange
Server.

m  From the Select Product Type options, select either Replication and Disaster
Recovery or High Availability Scenario.

Note: The Assured Recovery test is best suited for HA scenarios. If you select
the Replication option, you must verify that the root directories path is the
same on the Master and the Replica. In addition, the Replica should have
database application installed, or share files if you test a File Server. Otherwise,
the AR test will NOT produce meaningful results.

m  Select the Integrity Testing for Assured Recovery option.
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Click Next. The Master and Replica Hosts screen opens.
Enter the following information:

m Inthe Scenario Name box - accept the default name or enter a new name for
the scenario. When entering a name, choose a unique name, since you cannot
use the same name for more than one scenario.

m Inthe Master and Replica Hostname/IP boxes - enter the hostname or IP
address of the Master (active) and Replica (standby) servers, or use the Browse
buttons to find them.

Important! Only one Replica can be configured for AR testing in a single scenario. If,
at a later stage, you will add a Replica to the scenario and try to configure it for the
AR test, the following message will appear: Only one scheduled task per scenario
can be set. Replica integrity testing for Assured Recovery for host [Replica_name]
is already switched on. Do you want to turn this option off now? To switch the
test to the second Replica, you will need to click Yes.

Note: If either server is a MSCS cluster, enter the Virtual Server Name or IP address
as the Master and/or Replica name (instead of the physical node's name/IP).

m Inthe Port boxes: accept the default port no. (25000), or enter a new port
numbers for the Master and Replica.

m  The Verify Engine on Hosts option - select this check box if you want the system
to verify whether Engines are installed and running on the Master and Replica
hosts you specified in this screen. If Engines are not installed on the selected
hosts, you can use this option to remotely install the Engines on one or both
hosts.

After you entered or selected the desired options, click Next. The Databases for
Replication screen opens.

The auto-discovery component automatically displays the Exchange databases that
are on the Master server. These are the databases that can be replicated and
protected.

By default, all the discovered databases are selected and all will be replicated. You
can exclude any of these storage groups from replication by clearing their check
boxes.

Click Next. The Replica Configuration screen opens.

The auto-configuration component verifies that the Exchange Server configuration
on the Master and Replica servers will be identical during the replication procedure.
This means that if there are discrepancies, Arcserve RHA will perform the required
actions, including: deleting storage groups, public folders or mailbox stores from
the Replica, create new ones and make modifications to existing ones. The actions
that will be performed during the configuration process are indicated in the Action
column on the right.
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10.

11.

12.

13.

14.

15.

Review the changes that will occur during the automatic configuration on the
Replica Exchange server, and make sure you want them to be performed.

Note: If a Remove action is indicated, make sure that you are ready to delete the
specified storage item from the Replica server, since it does not have an automatic
backup. If you want to save it in a different location before deletion, click the Finish
button to exit the wizard.

Important! You cannot use UNC paths as root directories on the Replica host for
Assured Recovery scenario.

Click Next to start the Replica configuration process. The Scenario Properties screen
opens.

The Scenario Properties screen enables you to configure the scenario properties
that affect the entire scenario. Typically, the default values are sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 192). To configure the scenario
properties at a later stage, refer to Configuring Scenario Properties. (see page 191)

Click Next. The Master and Replica Properties screen opens.

The Master and Replica Properties screen enables you to configure the properties
that are related to either the Master or Replica host. Typically, the default values
are sufficient.

To verify that the Assured Recovery option is active, under the Replica Properties
list on the right, open the Scheduled Tasks group and ensure that the Replica
Integrity Testing for Assured Recovery property is set to On. You can leave the
default values of the other related properties, and change them later if needed. For
more information about AR properties refer to Understanding Assured Recovery

Properties (see page 296).

If you want to configure the Master and Replica properties at this stage, refer to
Setting Master and Replica Properties (see page 203). To configure the Master and
Replica properties at a later stage, refer to Configuring Master or Replica Server

Properties (see page 204).

Note: You can modify all the settings in this pane after the scenario is created.
However, before changing any Spool properties (which can be configured here),
review the Spool information (see page 207) for configuration details.

Click Next. If you selected HA, the Switchover Properties screen opens.

From this stage, set up the scenario as you would normally following the
instructions in the usual manner. For more information, see the appropriate
Operation Guide. After the scenario creation is completed, run the scenario.

Once the initial synchronization is completed and the replication process is active,
the AR test can be performed.
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Configure Assured Recovery Properties

To configure Assured Recovery properties, the scenario must be stopped.

Note: The Properties pane and its tabs (Root Directories, Properties, Statistics) are
context sensitive, and change whenever you select a different node from a scenario
folder.

To set Assured Recovery scenario properties

1. Onthe Scenario pane, select the Replica that you want to test and whose
properties you want to configure.

2. Onthe Framework pane, select the Properties tab.

The Replica Properties list opens.

Eephca’(’ ind By)"TPAddress'Properﬁes )

Property Value
@) Host Connection
7{'.‘ Replication
#E) spoot
7{7@ Recovery
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To create VSS h ically during replicati ion or after ful AR test, set
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Note: A running scenario has a gray background, and scenarios that are not running
have a white background.
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If the scenario is running, click the Stop E button on the toolbar. The scenario is
stopped.

On the Replica Properties list, open the Scheduled Tasks group to display the
Replica Integrity testing for Assured Recovery properties.
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' To run AR test in a scheduled mode. set this option to On.

|0 Root Directories | @) Properties | High Availabilty Properties

From the list, select the required property, and select or enter the appropriate
values. Some values can be selected from a combo box while other values can be

manually entered in an edit box field.

Click the Save 5 button on the Standard toolbar to save and apply your changes.
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Specify Assured Recovery Properties

This section lists the Assured Recovery properties, corresponding values, and provides
an explanation of each property.

Note: On Windows x64 systems, you cannot run scripts that activate applications with a
graphical user interface.

Scheduler

The Scheduler enables you to automatically run Assured Recovery tests according
to a pre-defined schedule, for example, every few hours, once a day, or several
times a month. To set the scheduler, see Performing Assured Recovery Test in a
Scheduled Mode (see page 300).

Start DB

This property defines the first step in the AR test: starting the database services on
the Replica.

Automatic

By default, this property is set to On. To use script to replace the automatic
initiation of database services, set this option to Off.

User-Defined Script

You can specify a script to augment or replace the standard step to start the
database services.

To replace the standard step, set Automatic to Off and set User-Defined Script
to On. Then, specify the full pathname of the script to be executed in the Script
Name box.

To execute the script following the standard step, leave Automatic set to On.
Script Name (full path)

Enter the name and full path of the script that is invoked following the starting
of database services or instead of it.

Arguments

Additional arguments to pass to the script, which is specified in the previous
property. Arguments entered here are static values.

DB Testing of Replica

This property defines the second step in the Assured Recovery test: verifying that all
application services have started properly and that all databases or information
stores have mounted successfully and are in a valid state.

Automatic

By default, this property is set to On. To use script to replace the automatic
actions performed during this database validation stage, set this option to Off.
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User-Defined Script

You can specify a script to augment or replace the actions performed during
this database validation stage.

To replace the standard step, set Automatic to Off and set User-Defined Script
to On. Then, specify the full pathname of the script to be executed in the Script
Name box.

To execute the script following the standard step, leave Automatic set to On.

Script Name (full path) -- Enter the name and full path of the script that is
invoked following the database validation step or instead of it.

Arguments -- Additional arguments to pass to the script, which is specified in
the previous property. Arguments entered here are static values.

Actions upon Successful Test (DB Online)

After the Replica is successfully tested, the application data is in a known, valid
state. You may want to make use of this fact, for example, to ensure that a backup
is performed at this point on validated data. If the action you want to perform
requires that the application is running and the databases or information stores are
mounted, then it should be registered through a script here, in this step, by
specifying the script details in the User-Defined Script boxes. This section has no
default actions.

User-Defined Script

Script Name (full path) -- Enter the name and full path of the script that is
invoked when the application is still running and the databases or information
stores are mounted.

Arguments -- Additional arguments to pass to the script, which is specified in
the previous property. Arguments entered here are static values.
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Stop DB

This property defines the third and final step in a standard AR test: stopping the
database services once the testing is complete.

Automatic

By default, this property is set to On. To use a script to replace the automatic
stopping of database services, set this option to Off.

User-Defined Script

You can specify a script to augment or replace the standard step to stop the
database services.

- Toreplace the standard step, set Automatic to Off and set User-Defined
Script to On. Then, specify the full pathname of the script to be executed in
the Script Name box.

- To execute the script following the standard step, leave Automatic set to
On.

Script Name (full path) -- Enter the name and full path of the script that is
invoked following the stopping of database services or instead of it.

Arguments -- Additional arguments to pass to the script, which is specified in
the previous property. Arguments entered here are static values.

Actions upon Successful Test (DB Off-line)

As noted in Actions upon Successful Test (DB Online), the application is in a known
valid state at this stage. You may want to copy it or perform a backup or take a
snapshot at this time. If the action does not require the application to be running,
register this through a script here, by specifying the full pathname of a script in the
User-Defined Script field.

Note: On Windows Server 2003 and later systems, you can generate VSS snapshots
automatically. For more information, see Create VSS Snapshots Automatically (see
page 307).

User-Defined Script

Script Name (full path) -- Enter the name and full path of the script that is
invoked after the Assured Recovery test is successfully completed.

Arguments -- Additional arguments to pass to the script specified in the Script
Name property. Arguments entered here are static values.

298 Administration Guide



Perform an Assured Recovery Test

Assured Recovery Testing Limitations

When performing Assured Recovery Testing with Oracle or SQL Server databases, the
software does not verify whether the database is actually mounted. It verifies only that
the service is running. You can create a custom script that confirms both services are
running and databases are mounted. Enable the appropriate user-defined script
property. See Understanding Assured Recovery Properties (see page 296) for more
information.

Perform an Assured Recovery Test

The Assured Recovery test can be fully automated and performed on a scheduled (see
page 300) basis as often as needed. Upon completion, appropriate personnel can be
alerted with the status of the test, and additional actions can be triggered on success,
for example, taking a VSS snapshot of the data or a running a backup. Alternatively, you
can perform AR testing in non-scheduled mode (see page 302), automatically (see

page 303) or manually initiating the test whenever the need arises.

In both modes, the AR test is performed in steps, according to the AR configuration
settings. Some of the steps are transparent, and are executed automatically whenever
an AR test is performed. Other steps are visible, and can be configured as to whether
and how they will be performed.

The standard steps are as follows:

1. |Initiate Assured Recovery test - click the Replica Integrity Testing button on the
toolbar to initiate the AR test on a scheduled basis or in a non-scheduled mode.

2. Suspend application of data changes on the tested Replica - this step is performed
automatically at the beginning of each AR test.

3. Initiate a rewind component on the tested Replica - this step is performed
automatically. It is aimed at capturing all the changes that are made to the Replica
data during the test, so they can be later rewind back to the point when the
replication was suspended.

4. Start the database services - by default, this step is performed automatically.
However, it can be switched off, replaced, or followed by a user-defined script.

5. Test the database - the databases are verified, by default, using the same tests that
are used to monitor the database in HA. These tests include verifying that all
services have correctly started and that all databases have been successfully
mounted. These tests can be switched off, replaced, or followed by a user-defined
script.

6. Perform actions upon successful test while the database services are running - a
user-defined script may be registered at this point to perform actions that are
desired in the event of a successful test, but which also require that the application
will be running.
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7. Stop the database services - by default, this step is performed automatically.
However, it can be switched off, replaced, or followed by a user-defined script.

Perform additional actions upon successful test while the database services are
stopped - this step is optional, and it may be used to perform actions that take
advantage of the fact that the application passed validation tests and that it was
stopped in a systematic order.

8. Rewind AR Replica data and resuming replication - this step is performed
automatically at the end of each AR test. It restores the Replica data to precisely the
state it was before the test begun using the rewind technology. Then, it resumes
replication.

Performing Assured Recovery Test in a Scheduled Mode

When you set the AR test to run in a scheduled mode, it means that an AR test will be
performed automatically on a regular basis. After you select this option the following
flexible scheduling capabilities are offered:

m  Testing on selected days of the week and for specific hours in a 24 hour cycle.
m  Testing over selected periods (e.g., once every 36 hours) in a 7 day cycle.

m  Exclusion of specific dates.
The AR test schedule can be set when the scenario is created or at a later stage.

Note: You can define only one scheduled task per scenario. If you attempt to configure
AR testing while you already have a scheduled Suspend operation configured, the
following message appears: Only one scheduled task per scenario can be set. Suspend
for host [Replica_name] is already switched on. Do you want to turn this option off
now? To switch the schedule option to the AR test, you need to click Yes.
To schedule the AR test
1. Onthe Scenario pane, select the Replica you want to test.

On the Framework pane on the left, select the properties tab.

The Replica Properties list appears.

2. If the scenario is running, click the Stop button on the Standard toolbar.

The scenario is stopped.
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On the Replica properties list, open the Scheduled Tasks group. Then, under the
Replica Integrity Testing for Assured Recovery group, select the Scheduler property,
and click the Not Set value.

Scenaro Properties ﬂ

Property Value

General
=& Replication
B =] Mode Scheduling
=[E] gchedule Weakly Activity

B cchedule Setting

The Assured Recovery hours dialog appears:

— Schedule Setting

LClear | Even |4 3: hours Apply |
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Sunday
Monday
Tuesday
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Friday
Saturday

— Excluded dates

I 03158/2010 hd Add BRemove

Advanced | oK | LCancel |

The Assured Recovery hours dialog is similar to the Schedule Setting dialog, which is
used for scheduling automatic synchronization. For information about setting a
schedule, see Schedule Synchronization (see page 200).

Set the schedule for automatic AR testing in the Assured Recovery hours dialog, and
click OK to save your schedule and close the dialog.

To activate the scheduler, click the Save button on the Standard toolbar and start
the AR scenario.

The Replica you selected for testing will be tested on a regular basis according to
the schedule you set.
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Performing Assured Recovery Test in a Non-Scheduled Mode

In a non-scheduled mode, you can test Assured Recovery either automatically or
manually. When you are using the automatic method, all you need to do is initiate the
AR test by a click of a button. Then, Arcserve RHA automatically performs all the test
steps according to the AR configuration setting. Once the test is completed, the regular
replication is resumed. There is only one difference between this method and a
scheduled AR test. In a non-scheduled automatic mode, you initiate the test whenever
you need, without using the Scheduler.

When you are using the manual method, you also need to initiate the AR test by a click
of a button. However, unlike the automatic method, Arcserve RHA will suspend the test
after the first standard step - starting the database service. This will occur even when all
standard steps are configured as Automatic.

Note: If the Start DB property is set to Off, and there is no user-defined script that
replaces it, the only thing that Arcserve RHA will do is suspend the application of
changes to the Replica in preparation for the manual AR test.

Once the replication is suspended, you can perform tests or actions directly on the
Replica without the need to later resynchronize the Master and Replica. You can use this
option for manually testing applications or data on the Replica, or for performing tasks
on the Replica instead of the Master, such as report generation, in order to reduce the
Master workload.

When you finish the manual testing or operation, you need to manually stop the AR test
suspension. This is done again by a click of a button. If other steps and actions were
configured in the AR test, such as stopping the database services, they will be
performed after you clicked the button for stopping the test and before the test will be
declared as finished. When the test is considered finished, the replication will resume
automatically.
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Perform Assured Recovery Test Automatically

To perform Assured Recovery test automatically

1.
2.

On the Manager, verify that the AR scenario is running.

To start the AR testing, on the Scenario pane select the Replica you want to test.

Then, click the Replica Integrity Testing @ button on the Standard toolbar, or

right-click the Replica and select Replica Integrity Testing from the shortcut menu.
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The Replica Integrity Testing for Assured Recovery dialog opens.

In this dialog, the configuration you set for the AR test is displayed.

Notes:

To start the automatic AR test using the existing configuration, click OK.

m  To change the test configuration before running the test, click Cancel, and refer
to Setting Assured Recovery Properties.

m  To manually perform the AR test, select the Manual testing check box, click OK,
and refer to Perform Assured Recovery Test Manually (see page 305).
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After you initiate the AR testing, the Replica Integrity Testing for Assured Recovery
dialog is closed. Then, before the test begins to run, Arcserve RHA verifies that no
synchronization, AR test or replication suspension tasks are currently in progress on
any of the hosts that participate in the current scenario.

Once the verification stage ends, the AR test begins.

Scenario Statistics

The steps of the test are displayed as messages in the Event pane.

After the test is finished, the Replica is automatically restored to precisely the same
state it was when the replication was suspended. This is done through the
underlying rewind technology. Then, the changes that were accumulated in the
spool are applied, and the replication is resumed and continues normally.

By default, once AR test is performed, an Assured Recovery Report is generated.
Notes:

m If the Assured Recovery Report was not generated, on the Replica Properties
list under the Reports group, check the value of the Generate Assured Recovery
Report property.

m Toview the report, refer to Viewing a Report (see page 161).

All the tasks that were performed during the test are listed in the AR Report, along
with their activation time and status.
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Perform Assured Recovery Test Manually

Instead of using the Scheduler, you can manually perform AR testing.

To perform Assured Recovery test manually

1.
2.

On the Manager, verify that the AR scenario is running.

To start the AR testing, on the Scenario pane select the Replica you want to test.

Then, click the Replica Integrity Testing @ button on the Standard toolbar, or
right-click the Replica and select Replica Integrity Testing from the pop-up menu.

The Replica Integrity Testing for Assured Recovery dialog opens.
In this dialog, the configuration you set for the AR test is displayed.

To start the manual AR test using the existing configuration, select the Manual
testing check box. Once this check box is selected, the dialog changes to reflect only
the actions that will be performed in a manual mode.

Notes:

m  To change the test configuration before running the test, click Cancel and refer
to Setting Assured Recovery Properties.

m  To automatically perform the AR test, clear the Manual testing check box, click
OK and refer to Perform Assured Recovery Test Automatically (see page 303).

Click OK to close the dialog and start the manual testing.

m [f the Start DB property is set to On, or a user-defined script is set to replace it,
these actions are performed and then the test is suspend.

m If no action is set to take place at this step, the replication and test are
suspended at this stage.

From this stage, the only automatic action that Arcserve RHA performs, unless
other actions are configured as Automatic, is suspension of updates on the Replica.

Once the replication is suspended, the following message appears in the Event
pane: Replica is ready for Manual Integrity Testing.
Now, you can start performing any test you want directly on the Replica host,

including making changes to the database. Note that these changes will not be
saved once the AR test is finished, due to the rewind process.

Important! Do not restart the tested Replica at this stage. If you do, all the changes
that accumulated on the spool will be lost.
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10.

After you finished testing the Replica host, click again the Replica Integrity Testing

button to resume replication.

Important! If you do not click the Replica Integrity Testing button a second time at
the end of the test, changes will continue to spool up on the Replica host.
Eventually, the spool on the Replica host overflows and the scenario is stopped.

A confirmation message opens.

Click Yes to stop the AR test. If other steps and actions were configured in the AR
test, such as stopping the database services, they will be performed before the test
will be declared as finished. When the test is considered finished, the replication
will be resumed automatically.

After the test is finished, the Replica is automatically restored to precisely the same
state it was when the replication was suspended. Then, the changes that were
accumulated in the spool are applied, and the replication is resumed and continues
normally.

By default, once AR test is performed, an Assured Recovery Report is generated.
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Arcserve RHA enables you to easily use Microsoft's Volume Shadow Copy Service (VSS)
to create, view and manage VSS snapshots of the Replica data.

Important! You can use VSS only on Windows Server 2003 and up (not on earlier
versions).

You can set up automatic creation of VSS snapshots in association with two operations:
during replication suspension and after the Assured Recovery test is completed
successfully. In addition, when Arcserve RHA is integrated with Arcserve, a VSS snapshot
is automatically created upon each Arcserve Backup. All these snapshots are displayed
in Arcserve RHA Snapshots Management window, which allows you to monitor and
manage them.

This section contains the following topics:

Create VSS Snapshots Automatically (see page 307)
Viewing and Managing Snapshots (see page 311)

Create VSS Snapshots Automatically

By default, Arcserve RHA does not automatically create VSS snapshots. In order to
activate this option, you need to set to On the Create Shadow Copy (VSS) property of
the required Replica. This property is associated with two operations - replication
suspension and AR test. Since you cannot set both operations on a scheduled mode for
the same Replica, you need to configure the Create Shadow Copy (VSS) property with
regards to one of these operations.

Note: Manual suspension cannot cause the creation of VSS snapshots. VSS snapshots
will be created automatically only when associated with scheduled suspension.
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Setting Up Snapshot Creation

To set up a snapshot creation

1. Onthe Scenario pane, select the Replica for which you want to create VSS
snapshots.

2. Onthe Framework pane on the left, select the Properties tab.

The Replica Properties list opens.

Property Value
H@ Host Connection
E@ Replication
#E) spoot
ft@ Recovery
@@Volume Snapshots Management Properties
#@) Scheduled Tasks
Lﬂ@ Event Notification
"‘E‘@ Reports

To create VSS h ically during replicati ion or after ful AR test, set
this option to On.

(33 Root Directories | &) Properties | High Availability Properties

3. Ifthe scenario is running, click the Stop Q button on the toolbar. The scenario is
stopped.
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On the Replica Properties list, open the Scheduled Tasks group to display the
Suspend and the Replica Integrity testing for Assured Recovery properties.

Fieplica [Stand-by) '141.202.226.25' Pioperties

Froperty

Value [

=) Host Connection
=) Replication
=) Spool
) Recovery
HE) Scheduled Tasks
[ Suspend
Bl Replica Integ
=] cheduler
=@)1. Stan DB
=] tutomatic
[HUser-Defined Seript
EE)2. DB Testing of Replica
=] tutomatic
[HUser-Defined Seript
=3 Action upen Successful Test (DE online)
[l User-Defined Seript
=84, Stop DB
=] tutomatic
[HUser-Defined Seript
EE)5. Action upen Successful Test (DE offline)
[l create Shadow Copy (vES)
[FlUser-Defined Seriot

kil

off

Qn
off

off
off

To run &R testin a scheduled mode, set this option to On.

() Fioot Directaries Propetties |51 High Availability Properties
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5.

On either the Suspend or the Replica Integrity testing for Assured Recovery
property, set the value to On.

The Create Shadow Copy (VSS) property opens along with its related properties.

i Prop £
Replica (Stand-by) 'IP Address' Properties

Property Value
'*‘ Host Connection
#@) Replication
# ) Spool
#) Recovery
= Volume Snapshots Management Properties
Number of Snapshots to Keep 10
Snapshot Storage Volume Default
Max Storage Size per Volume (MB) 1024
=) Scheduled Tasks
== Suspend On
=] Schedule Not Set
User-Defined Script Off
_____ BlcreateShadowCopyvs®) __[on |
Replica Integrity Testing for Assured Recovery Off
# )] Event Notification
#) Reporis

To create VVSS snapshots automatically during replication suspension or after successful AR test, set
this option to On.

[C3) Root Directories I Properties E@' High Availability Properties

You can set the VSS function switch in the Scheduled Tasks section.

To change the properties of Create Shadow Copy (VSS), modify them from the
Volume Snapshots Management Properties.

Notes:

m If you set to On the Replica Integrity testing for Assured Recovery property,
the Create Shadow Copy (VSS) property appears under the Actions on
Successful Test (DB Offline) group.

m To associate VSS snapshot creation with the Suspend property, you need to
schedule the suspension. Manual suspension will not create a VSS snapshot.

To activate the automatic creation of snapshots, set the Create Shadow Copy (VSS)
property value to On.

Set the other VSS properties, according to the information provided in
Understanding VSS Snapshot Properties (see page 311).

Click the Save button on the Standard toolbar to save and apply your changes,
and start the scenario.
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Now, after an AR test or during suspension, a VSS snapshot will be created
automatically. The creation of the snapshot is indicated in the Event pane.

Once a snapshot is created, you can view and manage it through the Snapshots
Management window.

Understanding VSS Snapshot Properties

This section lists the VSS Snapshot properties, corresponding values, and provides an
explanation of each property.

Create Shadow Copy (VSS)

To create VSS snapshots automatically during replication suspension or after
successful AR test, set this option to On.

Preferred Number of Snapshots to Keep

Enter the number of snapshots you prefer to save and monitor. Once this
number is reached, the oldest snapshots are replaced with newer ones.
However, if the oldest snapshot is mounted or locked for backup, it is not
deleted. Then, the new snapshot is added to the snapshot list even if the
number is exceeded. Other internal VSS reasons can cause the number of saved
snapshots to be higher than you specified. The default no. is 10 snapshots.

Universal Shadow Storage Volume

Specify the volume on which the snapshots will be stored. Note that this
property cannot be set for each scenario separately. The storage location of the
first VSS snapshot that is created in the system, applies to all other succeeding
snapshots.

Max Storage Size per Volume

Enter the maximum storage allowed per volume used by snapshots (MB).

Viewing and Managing Snapshots

Arcserve RHA provides you with a special window for managing your VSS snapshots.
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Viewing Snapshots

To open the Snapshots Management window

| [Z] snapshot View

m  On the Manager, click the Snapshot View button on the

Viewing toolbar.

The Snapshots Management window opens.

In this window, the VSS snapshots that were created for each existing Replica are
displayed, according to the selected Replica.

You can change the Replica whose snapshots are displayed by using the Select
replica host drop-down list. The Replica hosts that appear on the list are all the
Replica hosts that participate in existing scenarios.

If a Replica that had snapshots participated in a scenario that was removed from
the Manager, it does not appear on the list. To display snapshots of a Replica that
no longer appear on the list, you can add it manually by using the Add Host

| Add Host Name/IP

Name/IP button.

The following information is provided for each snapshot:

m  Scenario name - the scenario in which the snapshot was created.
m  Snapshot Guid - the unique ID that identifies the snapshot.

m Created - the date and time of the snapshot creation.

m  Creator - the type of operation that is associated with the creation of the
snapshot. Two types are available: Suspend and AR.

m Is Exposed - indicates whether the snapshot was exposed ("True") or not
("False").

m  Expose Path - where the snapshot was exposed.
m  Source Path - the volume/directory that the snapshot captured.
m  Storage Path - where the snapshot was stored.

m  Locked for Backup - this column refers to snapshots that were taken as a part
of Arcserve Backup. If the backup is not complete yet, you cannot manage the
snapshot, and the value that appears is "True". If the backup is complete, or if
the snapshot is not associated with Arcserve, the value is "False".

After the snapshots are displayed, you can start managing (see page 313) them.
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Managing Snapshots

To manage snapshots

On the Snapshots Management window, select the snapshot you want to manage.
Then, open the Snapshot menu and select the required option, or right-click and
select the required option from the pop-up menu.

The available actions are:

Mount under Folder - mount an exposed snapshot on an unused folder.
Mount as Drive Letter - mount an exposed snapshot on an unused drive letter.

Unmount - release an exposed snapshot without losing the snapshot itself. The
snapshot is still exposed but it does not use a mount point.

Delete - delete a snapshot. You can delete several snapshots at once by using
the Ctrl key.

Refresh - refresh the snapshot list to display the most up-to-date snapshots.

Chapter 13: Using VSS Snapshots 313






Chapter 14: Using the Content Distribution
Solution

This section provides instructions for creating, managing and using the Content
Distribution solution.
This section contains the following topics:

Understanding the Content Distribution Solution (see page 315)
Creating a Content Distribution Scenario (see page 317)

Understanding the Content Distribution Solution

Important! The Content Distribution solution requires a special license.

The Content Distribution solution is aimed at addressing the need of reliably spreading
and managing information across a highly distributed environment. In a highly
distributed IT environment, many servers contain the same or similar content that they
receive from a single repository, and they simultaneously serve many end users. An
example of such a distribute environment can be a large organization, which needs to
deliver, synchronize and consolidate corporate information among internal users who
reside in multiple locations and branch offices. This information can include price lists,
policies, sales materials, manuals, and news. With the Content Distribution solution,
employees and representatives in the field always have the right information at the
right time.

The Content Distribution solution is also a powerful content delivery and web publishing
solution that can serve your external customers. Through portals and web sites, you can
deliver to your customers any information that is stored in files, from music to movies to
documents to news. A good example is a service provider, who distributes content to
dozens, hundreds or thousands of e-shops across the globe.

In a regular replication or HA scenario, the Master is usually the active or production
server, while the Replica hosts are mainly a storage place for replicated data or standby
servers. Unlike this role structure, in a CD scenario the Replica hosts are usually the
active hosts, which directly provide information to end users, while the Master host only
acts as the initial provider of updated data. The content is maintained in a single
repository on the Master, and changes to the Replica hosts are delivered immediately or
on a scheduled basis. When applying the CD solution to a large organization, multiple CD
scenarios can use the same or overlapping root directories, apply different filtering
options, and replicate data to different set of Replica hosts.
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The CD solution is designed for one-to-many scenarios, meaning, scenarios that have
one Master host and a large number of Replica hosts. These scenarios may replicate
many files, or work with a small number of very large files. In this type of scenario, many
of the Replica hosts are organized horizontally, as siblings on the same level, and not in
hierarchal order as in parent-child relations.

Designers
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In a regular scenario that contains several Replica hosts on the same level, if more than
one Replica host need re-synchronization following a reboot or some connection failure,
all other Replica hosts will be re-synchronized as well. However, such a procedure might
cause a performance problem when there are hundreds and thousands of Replica hosts.
Therefore, in a CD scenario, if more than one Replica host needs re-synchronization,
only the hosts that actually need synchronization will be re-synchronized.

Another feature of regular scenarios that might cause problems in a highly distributed
environment, is the online replication mode. In a regular online replication mode,
changes that occur on the Master are immediately transferred to the Replica, and
overwrite the data that exist there. This process is useful for keeping the most
up-to-date data on the Replica, but when users are directly using the data that is stored
on the Replica, their work might be interrupted by the ongoing and continuous updates.
To overcome this problem, a CD scenario can run in a special On File Close replication
mode, a replication mode that is available only for CD scenarios.
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In the On File Close mode, all data that is accumulated on the Master is transferred to
the Replica, but it does not immediately overwrite the existing Replica data. Instead,
data that was changed and transferred to the Replica is saved there as a temporary copy
of the original file, and stored in a hidden directory. Once the original file is closed on
the Master, the temp copy on the Replica is renamed. When the copy on the Replica
receives the original file name, it replaces the older file that is stored on the Replica, and
keeps the data on the Replica updated. This method allows for an update process that
does not interrupt the user's work. However, if the On File Close mode does not suit
your environment needs, you can also use either the online or scheduled replication
mode for your CD solution.

Creating a Content Distribution Scenario

The creation of a CD scenario is similar to the creation of a Replication scenario for
application and database servers. In both you are using the same step-by-step Scenario
Creation wizard. The only major difference between them is that when you select the
replication mode of a CD scenario, you have an additional replication mode. This
replication mode, On File Close, is available only for Content Distribution purposes.

Note: This section demonstrates the configuration of a generic File Server Content
Distribution scenario. For more detailed instructions involving scenarios tailored to
specific applications, see the appropriate Operation Guide.
To create a Content Distribution scenario
1. Open the Arcserve RHA Manager. Then, select from the Scenario menu the New
option, or click the New E button on the Standard toolbar.
The Scenario Creation Wizard opens.
2. Select the required scenario options, as follows:
m  Select the Create a New Scenario option button.

m  From the Group drop-down list, select the group to which you want to assign
the new scenario, or enter a name for a new scenario group.

3. Click Next. The Select Server and Product Type page is displayed.

A list of available applications and scenario types is presented.

Note: The list of available applications depends on the licenses applied.
4. Select the required scenario options, as follows:

m  From the Select Server Type list, select the type of server for which you want
to create the scenario.

m  From the Select Product Type options, select Content Distribution Scenario.

Note: The Tasks on Replica options are not available for the CD solution.
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Click Next. The Master and Replica Hosts page is displayed.
Enter the following information:

m Inthe Scenario Name box - accept the default name or enter a new name for
the scenario. When entering a name, choose a unique name, since you cannot
use the same name for more than one scenario.

m Inthe Master and Replica Hostname/IP boxes - enter the hostname or IP
address of the Master (source) and Replica (target) servers, or use the Browse
buttons to find them.

m Inthe Port boxes: accept the default port no. (25000) or enter new port
numbers for the Master and Replica.

Note: If you want to include more than one Replica in the scenario, enter here the
details of the first or most upstream Replica. After you finished the scenario
creation, manually enter the other Replicas, as described in Add Additional Replica
Servers (see page 167).

[Optional] Select the Assessment Mode check box, if you want to gather statistics
about the accurate bandwidth usage and compression ratio benchmarking without
actually replicating data. If you select this option, no replication occurs, but a report
is provided once the assessment process is completed.

[Optional] Select the Verify Arcserve RHA Engine on Hosts check box, if you want
the system to verify whether Engines are installed and running on the Master and
Replica hosts you specified in this page. If Engines are not installed on the selected
hosts, you can use this option to remotely install the Engines on one or both hosts.
For more information about the Host Verification page, see Creating a Scenario
(see page 46).

After you selected the desired options, click Next. The Master Root Directories
page opens.

Arcserve RHA displays the directories and files that are on the Master server. These
directories and files are the data that can be replicated, protected and distributed.
Arcserve RHA automatically aggregates data that has a common path into one
directory.
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10.

11.

12.

13.

14.

Choose the directories and files you want to replicate from the Master to the
Replica by selecting their check boxes. You can exclude folders and files from
replication by clearing their check boxes.

Notes:

m  For more information about selecting and filtering root directories, refer to
Creating a Replication Scenario (see page 46).

m  After you finish creating the scenario through the wizard, you can also select
registry keys for synchronization, as described in Synchronize Registry Keys (see
page 176).

After defining the data to be replicated, click Next.

The Replica Root Directories page is displayed.

In this page you select the directories on the Replica where the replicated data will
be stored.

Important! The Scenario Creation Wizard automatically configures the Replica root
directories to be the same as the Master root directories. If you want to keep this
configuration, ensure that your Replica server has the same drive letters as the
Master server, and that the selected directories on the Replica do not contain data
you want to save. You can change the default configuration at a later stage, as
described on Select Replica Root Directories. (see page 182)

To change the Replica root directories, double-click the specified directories path.
The Browse and Select Replica Directory dialog appears.

Select the directory on the Replica in which the replicated data will be stored, and
click OK.

You return to the Replica Root Directories page.

Note: You can manually change the directory you selected for storing the replicated
data, by clicking the selected directory name and entering a new directory. If you
are entering a directory name that does not exist on the Replica, Arcserve RHA
creates it automatically.

After defining the storage location of the replicated data, click Next.
The Scenario Properties page opens.

The Scenario Properties page enables you to configure the scenario properties that
affect the entire scenario. Typically, the default values are sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 192). To configure the scenario
properties at a later stage, refer to Configuring Scenario Properties (see page 191).
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15.

16.

17.

In the Scenario Properties page you can set the replication mode of the scenario. In
addition to the two standard replication modes, Online and Scheduling, Arcserve
RHA provides you with another replication mode that is especially designed for the
CD scenario, the On File Close mode. The On File Close mode is similar to the
Online replication mode with one difference: while in the Online mode data
changes that are transferred from the Master to the Replica immediately overwrite
the existing Replica data, in the On File Close mode changes to individual files will
appear on the Replica only after the original file on the Master is closed. This way, if
users are working directly with data that is stored on the Replica, their work will not
be interrupted by constant updates.

Note: The default replication mode is Online.

To set the replication mode, open the Replication group and select the Mode
property. Then, select the required replication mode from the drop-down list:

Once you set the scenario properties, click Next. The Master and Replica Properties
page opens.

The Master and Replica Properties page enables you to configure the properties
that are related to either the Master or Replica host. Typically, the default values
are sufficient.

If you want to configure the Master and Replica properties at this stage, refer to
Setting Master and Replica Properties (see page 203). To configure the Master and
Replica properties at a later stage, refer to Configuring Master or Replica Server

Properties (see page 204).

Note: You can modify all the settings in this pane after the scenario is created.
However, before changing any Spool properties (which can be configured here),
review the Spool information (see page 207) for configuration details.

After you set the Master and Replica properties, click Next.

Arcserve RHA verifies the validity of the new scenario and checks many different
parameters between the Master and Replica servers to ensure a successful
replication, distribution, and data recovery processes. Once the verification is
completed, the Scenario Verification page opens.

Note: Although Arcserve RHA allows you to continue with warnings, it is not
recommended to do so. Resolve any warning situations before continuing to ensure
proper operation of the application.
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18.

19.

20.

21.

If the scenario is verified successfully, click Next.

The Scenario Run page opens.

After the scenario is verified, you are prompted to run it. Running the scenario
starts the data synchronization process.

m  To add more Replica hosts to the scenario and to run it later, select Finish.

Note: Arcserve RHA offers you two methods for adding Replica hosts to the
scenario:

—  Through Arcserve RHA Manager, by manually adding each host to the
scenario, as described in Add Additional Replica Servers (see page 167).

—  Through Arcserve RHA PowerShell, by using the Add-Replica and
Add-Replicas commands. For more information about using Arcserve RHA
PowerShell commands, refer to Arcserve RHA PowerShell Guide.

m  To run the scenario now, click Run Now.

The synchronization process starts.

Synchronization may take a while depending on the data size and network
bandwidth between the Master and the Replica hosts. You will receive the
following message in the Event pane once the synchronization is complete: All
modifications during synchronization period are replicated. At this point, real-time
replication is operational and the Content Distribution solution is installed and
active.

Note: When the scenario has more than one Replica host, the Scenario Statistics
tab does not display a graphic overview of the scenario state but scenario statistics
organized in tables.

By default, once a synchronization occurs, a synchronization report is generated.
For each Replica host that participates in the scenario, a separate Synchronization
report is generated. For more information about opening reports, see Viewing a

Report (see page 161).
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Arcserve RHA lets you manage a user's access rights through setting the content
distribution scenario file ACL properties. ACL is Access Control List, a list of security
protections that applies to the scenario file.

A special license is needed.
Note: You cannot manage ACL properties for replication or high availability scenarios.

This section contains the following topics:

How Delegated Security Works (see page 323)
Prerequisite Tasks for Managing Users (see page 324)
How to Manage Users (see page 326)

How Delegated Security Works

Delegated Security lets you control each user's access rights by setting the Content
Distribution scenario file access control list (ACL) properties.

The ACL-based authentication model is a role based authentication model in Arcserve
RHA. There are four pre-defined roles. Each role has pre-defined permissions defining
what can be done to a scenario. The roles are:

m  Super User

® Admin

= Control

= View-only

A Super User has full control rights for a scenario, while Admin, Control, and View-only

have limited rights to the scenario. Only the Super User has the right to create a new
scenario.

A user must be assigned one of the four roles to gain access to a scenario. A Super User
or Admin can assign users or groups to any scenario and delegate rights to the users or
groups. When a user tries to access a scenario through Arcserve RHA Manager or
Arcserve RHA PowerShell, the current role is checked and, based on the permission of
the role; the operation is allowed or denied.
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Access Rights Considerations

Before assigning user permissions, you should consider the following general conditions.

All users are Windows domain or local users.

A Super User has the right to create a new scenario.

A Super User or Admin can assign users or groups of users to any scenario and
delegate rights to the users or groups through Arcserve RHA Manager.

The user or group list with the respective rights is stored in the standard NTFS ACL,
applied to the scenario file.

Super User can change the Super User group. However, after the change, the rights
to all existing scenarios must be reassigned.

Users are allowed to set or change a Super User group which is recorded in an
encrypted registry. All Super Users belong to the group.

The Access Control List is controlled indirectly via Control Service. Since Multiple
GUI sessions may connect to one Control Service, the impersonation of each user
account becomes indispensable.

Prerequisite Tasks for Managing Users

Create a User Group

You must perform the following prerequisite tasks before setting user rights or
modifying user groups.

When using ACL authorizations, before you can open the Overview Page and the
Manager, you need to create a Local Group. You need to define a Local Group with the
name Arcserve RHA Users on the Control Service machine, and on all machines that run
the Arcserve RHA engine, where you want users or groups of users to have permission
to add and modify replica hosts or access root directory of hosts.

To create a Arcserve RHA User Local Group

1.

On the Control Service machine, select Start, Settings, Control Panel, Administrative
Tools, Computer Management.

The Computer Management dialog opens.

Select the Local User and Groups folder, and then open the Groups sub-folder.
Right-click on Groups and select New Group.

The New Group dialog opens.

In the Group name box, enter Arcserve RHA Users.
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5. To add the administrator user, click the Add button.

6. Click the Create button to create the new Local Group, and then click the Close
button to close the dialog.

The new group is added to the Local Groups list on the Control Service machine.

Initial Group Selection

Set Up a User Group

You need to define a Local Group with the name Arcserve RHA Users on the Control
Service machine, and on all machines that run the Arcserve RHA engine, where you

want users or groups of users to have permission to add and modify replica hosts or
access root directory of hosts.

When you open the Manager for the first time, the Manager detects whether a Super
User Group already exists. If no Super User group is defined, the Set Superuser Group
dialog appears.

The Set Superuser Group dialog displays the list of Groups that exist as local groups on
the Control Service machine. You need to select the group that will include the
members that will be defined as Super Users. You can later change this group.

To set up your environment to use ACL-base delegated security, Arcserve RHA lets you
use your existing infrastructure or create a new network and local group. There are four
groups required:

m  Super User

® Admin
= Control
m View

You can assign users to a specific group depending on the required privileges for the
individual user. For more information on user permissions, see Delegation of Rights (see
page 326).

Note: You can set up additional groups and designate them Super User, Admin, Control,
View or use existing groups in the network.

On each computer participating in the scenario (Master, Replicas, and the Control
Service), build a local group with the pre-defined name Arcserve RHA Users. Add groups
and users of the organization to the Arcserve RHA Users local group as required.

When you open the user interface, if a Superuser group has not perviously been
selected, you will be required to select one.
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Note: Only a Super User can modify a Master server. Replica servers can be modified by
a Super User, an Admin, or a Control role.

How to Manage Users

Arcserve RHA lets you manage user permissions for scenarios by assigning individual
users or groups delegated permissions.

The Super User or Admin manages users rights for a each individual scenario. From the
user rights section of the user interface, you can set admin, control, or view permissions
for a specific user or group for each scenario. This group or user then has the relevant
permission for a particular scenario and can manage the scenario based on the rights
they have been assigned. For example, a user or group can have user rights for one
scenario and admin rights for an other scenario.

Delegation of Rights

User rights are set per user for using the Manager to make modifications to the Master
host, or to the Replicas on its replication tree. User rights are assigned per scenario.

You can assign user permissions based on the following:

Operation Super User Admin Control View only
Set user rights Yes Yes No No
Edit Master host Yes No No No
Edit replication mode Yes Yes No No
Edit schedule mode Yes Yes Yes No
Edit Master spool size Yes No No No
Modify reports on Master Yes Yes No No
Edit replica host Yes Yes Yes No
Edit replica spool size Yes Yes No No
Run a scenario Yes Yes Yes No
Stop a scenario Yes Yes Yes No
Synchronize a scenario Yes Yes Yes No
Restore data Yes Yes No No
Modify Master notification Yes Yes No No
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Operation Super User  Admin Control View only
Modify Replica notification Yes Yes No No
Generate a difference report Yes Yes Yes Yes
Set a bookmark Yes Yes Yes No
Show difference report Yes Yes Yes Yes
Run high availably resources Yes No No No
Check a scenario state Yes Yes Yes Yes
Suspend a replica Yes Yes Yes No
Modify reports on replica Yes Yes No No
Modify Master trigger file Yes Yes Yes No
Modify Replica trigger file Yes Yes Yes No

You can set or reset user rights for a specific scenario.

Note: For all scenarios with licenses other than a delegated security license, you must

reset the user rights.

To set user rights

1. From the Arcserve RHA Manager Scenario menu, select Scenario, User Rights.

Important! The Scenario menu contains the extra option User Rights. This option is
only available to users with Super User or Admin rights.

The Security window opens displaying the security rights of each scenario.

2. Click Add.

The Select Users or Groups window opens.
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From the Look in field drop-down list, select a Domain.
Select the required user or group.

Note: Multiple user or group selections are not supported.
Click Add and then click OK.

From the Permission column, set access rights for a user or group from the
drop-down list.

Important! If you remove yourself (Admin) from the list in the security window, you
will no longer have any user rights in the current scenario. After restarting the
Arcserve RHA Manager or waiting for approximately 10 seconds, the scenario no
longer appears in the list of scenarios.

Setting the Super User Group

You can change a Super User group at any time.

To modify the Super User group

1.

On the Manager, open the Scenario menu and select the Set Superuser Group
option.

The Set Superuser Group opens.

From the Groups on Control Service list, select the group to which you want to
assign the Super User group.
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Arcserve RHA also provides a mechanism for automating the management and
monitoring of the services critical for application availability. Services management is
built into the Scenario Creation Wizard and can also be manually accessed from the
Arcserve RHA Manager Root Directories tab.

The Services Management capability is designed to provide a framework for protecting
applications that cannot be protected by dedicated Arcserve RHA scenarios (for
example, Microsoft SQL or SharePoint Server). Rather than write custom scripts to
manage services, Arcserve RHA can start, stop, and trigger switchover based on the
status of the services you specify.

Note: This feature is not applicable for file server scenarios.

This section contains the following topics:

Manage Services (see page 330)
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Manage Services

As part of scenario creation or modification, you can specify the services to manage.
During scenario creation, the services management screens are displayed in the
Scenario Creation Wizard. For existing scenarios, you can also manage services from the
Arcserve RHA Manager Root Directories tab.

Services discovered on the specified Master server are automatically shown on the
Services Discovery Result screen in the Scenario Creation Wizard.

The following steps are for Custom Application scenarios.

To manage services
1ol x|

Services Discovery Result

Semvices on host <hostnames are listed below, please select the services to be managed

+ Welcome
4 Product Type
% Scenario Setup (&) 4 Curment customized services number: 1]
Al
h HDS_[S [Managed Services) Startup Type Log On Az Description =
+ Engine Yerification Miciosaft L Server Cerv Manual NT AUTHORIT support for application
" Master Directories Microsoft 15 Server up ... Stared Avtornatic LocalSystem Process application compatibilit,__|
Microsoft Dynamics CRM Server - N
P Master Services TP AT YA e Started Manual LocalSystem  Processes installation, removal,
e Flrpiies r %Backglound Inteligent Transter ... Manual LocalSystem Transfers files in the backgroun
[ &y Computer Browser Started Automatic LocalSystem  Maintains an updated list of cor
Hosts Properties [T i, Arcserve RHA Engine Started Automatic Localspstem  Provides reakime replication an
Switchover Properties r % Arcserve RHA Control Ser. Manual LocalSystem Arcserve RHA Control Service
Scenario Verification I 88 COM+ System Application Started Manual LocalSystem Marages the configuration and
Run Scenario r %Indaxmg Service Started Automatic LocalSystem Indexes contents and properties
r %Clyptoglaph\c Services Started Autornatic LocalSystem Provides three management ser
r %DEDM Server Process Launcher Started Automatic LocalSystem Provides launch functionality for
r %D\stnbuted File System Manual LocalSystem Integrates disparate file shares it
r %DHEF’ Client Started Automatic NT AUTHORIT . Registers and updates IP addre
r %DNS Cliert Started Autornatic NT AUTHORIT... Resolves and caches Domain I
r %EIIDI Reparting Service Started Autornatic LocalSystem Collects, stores, and reports une
I~ &2 COM+ Event System Started Automatic LocalSystem Supports System Event Motifica
4l

CheckAl | Uncheskal

Back | [ext I Einish I Cancel

— Al - lists all services discovered on the Master server
- Managed Services - lists only the checked services

— Oracle Database - lists Oracle-related services if the current host has Oracle
installed

— Microsoft SQL Server - lists SQL Server-related services if the current host has
SQL Server installed

—  Microsoft IIS Server - lists 1IS Server-related services if the current host has IIS
Server installed

—  Microsoft SharePoint Server - lists SharePoint Server-related services if the
current host has SharePoint Server installed

— VMware vCenter Server - lists vCenter Server-related services if the current
host has vCenter Server installed
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- Microsoft Exchange Server - lists Microsoft Exchange Server-related services if
the current host has Microsoft Exchange Server installed

-  Microsoft Dynamics CRM Server - lists Microsoft Dynamics CRM Server-related
services if the current host has Microsoft Dynamics CRM Server installed

Select a Service to Monitor. Click the box to the left of each service listed to select it
for monitoring.

Important! Do not use Services Management to monitor every service on the
Master server in a single scenario. This scenario type is not designed to protect an
entire server.

Click Next to proceed to the Services Setting screen.

Services Setting

Managed services are listed below, please zet the properties for each service.

I[Managed Gervices] j Current customized gervices number: 4
|Display MName Start Order Critical
i Application Management [Mat Set) —
arnputer Brawser [Mat Set) —
"

s Arcserve RHA Control Service 1 v

=

& Indexing &

] | »

In the Start Order column for each service you chose, specify the numeric value
representing start order. For services where order does not matter, use the default
value, (Not Set). The options available in the drop down list update as you configure
the value. The first service has only two options: Not Set and 1. The second service
has three options: Not Set, 1 and 2, and so on. If you assign the same start order to
two services, Arcserve RHA automatically reorders the selections you already made.

In Replication scenarios, the Critical column is disabled. In HA scenarios, use the
Critical column to specify if a service should trigger switchover when it fails. By
default, all services are marked Critical. Clear the box for any service whose failure
does not require switchover to the stand-by server.
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Chapter 17: Managing Clusters

Arcserve RHA now supports non-shared disk clusters, extending native high availability
inherent in cluster environments from LAN to WAN.

This section contains the following topics:

Introduction to Windows 2008 Cluster Enhancements (see page 333)
How Arcserve RHA Enhanced Cluster Support Works (see page 334)
Deploy Arcserve RHA Components for Cluster Support (see page 334)
Replicate Cluster Data and Manage Resources (see page 342)

Browse Events (see page 344)

Introduction to Windows 2008 Cluster Enhancements

Effective with the release of Microsoft Cluster Services (MSCS) 2008, the cluster itself
now supports nodes in different physical locations with or without shared storage and
manages its own failover. However, the shared disk that stores cluster data can be a
single point of failure should it suffer damage or data loss.

Arcserve RHA provides data replication for Shared Storage Clusters.
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How Arcserve RHA Enhanced Cluster Support Works

With the new Arcserve RHA plug-in for Microsoft Failover Cluster (MSFC) 2008, you can
copy data between cluster nodes. There are three node roles:

m  Source Node -- This is the node in the cluster currently communicating with the disk
resource you wish to protect.

m  Destination Node -- This is the node where you wish to copy data.

m  |nactive Node -- This is the node in a cluster that is not communicating with the disk
resource at a given point in time.

To copy data between cluster nodes, first create a new resource, an RHA disk to store
data replicated from the source node. You can manage the new disk resource with the
MMC snap-in, if you wish to change properties or monitor replication status. The
Arcserve RHA Control Service (which should be installed on a separate server) is used to
apply licenses. MSFC manages failover within the cluster while Arcserve RHA replicates
the disk resource.

RHA Control
Service
ActivegNode Passive Node

Cluster Service «—Is Alive by MSFC——= Cluster Service

_—RHA Replimtion_

O

Deploy Arcserve RHA Components for Cluster Support

m  |nstall Arcserve RHA for Microsoft Failover Clusters (see page 334)

m  |launch Arcserve RHA for Microsoft Failover Clusters (see page 335)

m  Console actions (see page 335)

Install Arcserve RHA for Microsoft Failover Clusters

To install Arcserve RHA for Microsoft Failover Clusters, refer to the Arcserve RHA Installation Guide.
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Launch Arcserve RHA for Microsoft Failover Clusters

Console Actions

After installation, you may launch the software from the Windows Start menu.

You may also manually integrate the software with the Microsoft Failover Cluster
Manager.

To manually integrate Arcserve RHA for Microsoft Failover Clusters

1.
2.

Click Start, Run and launch mmc.exe.

From the Console menu, click File, Add/Remove Snap-in.

From the list of available snap-ins, choose the Arcserve RHA Console for MSFC and
Add it to the Selected Snap-ins list.

Choose the Failover Cluster Manager and Add it to the Selected Snap-ins list.

Click OK.

The Console Root tree updates to include the specified snap-ins. From here, you may
manage your Arcserve RHA disk resources.
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From the Arcserve RHA for Microsoft Failover Cluster Console, you can perform various
actions to help you manage and monitor replication status. The Actions available

depend on the selection you make from the Console. You may also access these options
by right-clicking a level in the Console structure.
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Console Level

Open Cluster (see page 337) -- Provide a cluster name and click OK.

View (see page 338) -- Click Customize to select the components to display on the
Console screen and click OK.

New Window from Here (see page 338) -- Opens a new Console window.
Refresh (see page 338) -- Updates the display.
Help (see page 338) -- Opens Console Help.

Cluster Level

Add Arcserve RHA Disk (see page 339) -- Opens the Add Disk dialog. Provide a Disk
Name and optional volume and click OK.

View -- Click Customize to select the components to display on the Console screen
and click OK.

New Window from Here -- Opens a new Console window.
Refresh -- Updates the display.
Help - Opens Console Help.

Disk Resource Level

Runtime Status (see page 339) -- The Console lets you check Runtime Status of the
disk resources in your cluster. Information including Replication Status, Engine
Version, and Synchronization Status is provided.

Settings (see page 339) -- You may set the following properties:

- Synchronization Type -- File or Block Synchronization. File Synchronization is
best suited for File Server applications and Block Synchronization is preferred
for database applications.

- lgnore Files of Same Size/Time -- On or Off. This setting is a filter that allows
data comparison to consider only file size and modification time when
determining whether two files differ. When set to On, files with the same path,
name, size, and time are skipped. You should disable this property when
Synchronization Type is Block Sync.

—  Replicate NTFS Compress Attribute -- On or Off. This setting replicates the
compress attribute in files or directories during synchronization and replication.

- Replicate ACL -- On or Off. This setting replicates ACLs for files and directories
during synchronization or replication.

— Replicate NTFS ADS -- On or Off.
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Open a Cluster

- Number of Streams -- Defaults to 1. In WAN environments with high bandwidth
and latency, you may increase the Number of Streams to improve utilization.
Click the drop-down arrow to set the value or specify it in the ws_rep.cfg file.

m  Edit Arcserve RHA Disk Resource (see page 340) -- Rename an existing disk
resource, set the optional volume or change it and click OK. You must take the disk
resource offline to edit it.

m  Rescan cluster nodes for this resource (see page 340) -- Do this when you add or
eject host nodes to and from the cluster.

m  Force a data synchronization (see page 340) -- Lets you perform immediate
synchronization.

m  Online Arcserve RHA Disk Resource (see page 341) -- Lets you bring a disk resource
online. Synchronization between source and destination nodes is automatically
performed and data changes on the source node are replicated in real time to the
destination node. Progress is displayed on the Runtime Status pane.

m  Offline Arcserve RHA Disk Resource (see page 341) -- Lets you take a disk resource
offline so you can edit it. Data replication is stopped while the dis resource is
offline.

m  View -- Group by Role or Group by Topology. Role lets you view disks by status.
Topology lets you see which disks are assigned to which sites.

m New Window from Here -- Opens a new screen.

m  Delete -- Lets you remove a disk resource.

m  Rename -- Lets you change the name of the disk resource. The highlight bar
changes to a rectangle and a cursor is enabled.

®  Help -- Opens Cluster help.

Node Level

m  View -- Click Customize to select the components to display on the Console screen
and click OK.

m  New Window from Here -- Opens a new Console window.

= Help -- Opens Console Help.

To open a cluster, you must select the Arcserve RHA for MFC entry in the Console Root

list.
1.
2.

Click Arcserve RHA Console for MFC in the Console Root list.
From the Actions list, click Open Cluster.
On the Open Cluster dialog, enter the cluster name and click OK.

The cluster is listed in the License box.
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Customize View

The View Action lets you select the components to display on the console screen. The
same View Action is available from all Console Root levels.
To customize your view

1. From the Console Root list, select the Console, Cluster, Disk Resource or Server to
highlight it.

2. From the Actions list, click View.
3. Click Customize.
4. Click to select or clear the MMC and Snap-in components you wish to show or hide

and click OK.

Your view is changed accordingly.
Open a New Window

You can open additional console windows as needed. This action is available from all
Console Root levels and functions like the Microsoft command.

To open a new window

1. From the Console Root list, click the console, cluster, disk resource or server.

2. From the Actions list, click New Window from Here.

A new window opens. Use the standard Windows controls to minimize, maximize
and move it as needed.

Refresh the Display
You can update the display from all console selection.
To update the display
1. Click Refresh from any console level.

Get Help

You can obtain console Help from any console selection.

To get help

1. Click Help from any console selection.
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Add Arcserve RHA Disk Resource

You can create a new Arcserve RHA disk resource only from the cluster level in the
Console Root list. See Create New Disk Resource. (see page 343)

You can view the status of the disk resources in your cluster and obtain information
such as replication status, engine version, and synchronization status.

Runtime Status is an action available only when the disk resource is selected from the
Console Root list.

To see Runtime Status

1.

Click the disk resource in the Console Root list.
Click Runtime status.
The status is displayed by source and destinations roles, by default.

(Optional) Click View, Group by Topology to see status grouped by Sites.

Note: The Group by Role and Group by Topology selections are only available from the
Disk Resource View action.

See Runtime Status
2.
3.
Configure Server Settings

You can set the following properties.

Synchronization Type -- File or Block Synchronization. File Synchronization is best
suited for File Server applications and Block Synchronization is preferred for
database applications.

Ignore Files of Same Size/Time -- On or Off. This setting is a filter that allows data
comparison to consider only file size and modification time when determining
whether two files differ. When set to On, files with the same path, name, size, and
time are skipped. You should disable this property when Synchronization Type is
Block Sync.

Replicate NTFS Compress Attribute -- On or Off. This setting replicates the
compress attribute in files or directories during synchronization and replication.

Replicate ACL -- On or Off. This setting replicates ACLs for files and directories
during synchronization or replication.

Replicate NTFS ADS -- On or Off.

Number of Streams -- Defaults to 1. In WAN environments with high bandwidth
and latency, you may increase the Number of Streams to improve utilization. Click
the drop-down arrow to set the value or specify it in the ws_rep.cfg file.
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Edit Arcserve RHA Disk Resource

You may rename an existing disk resource or set and change the volume.
Note: You must take the disk resource off-line to edit it.

To edit a Arcserve RHA disk resource
1. From the Console Root list, select the disk resource you wish to edit.
2. Click Offline Arcserve RHA disk resource.

Wait while the operation is completed.

3.  When the Edit Arcserve RHA Disk Resource Action changes from gray to black, click
it.

4. Enter a new name or volume, as desired, and click OK.

5. Click Online Arcserve RHA Disk Resource to bring the disk back online.
Rescan Cluster Nodes

You must reconfigure your Arcserve RHA disk resource if you have added or ejected host
nodes to and from the cluster.

To rescan cluster nodes

Select the disk resource from the Console Root list.

Click Offline Arcserve RHA Disk Resource to halt replication.

Click Rescan cluster nodes for this resource.

Ll S

Click Online Arcserve RHA Disk Resource to restart replication.
Force Synchronization

Synchronization is performed automatically whenever you bring a disk resource online.
However, you can perform synchronization at will, such as prior to a hardware
replacement.

To force synchronization

1. Click the disk resource in the Cluster Root list.

2. From the Action list, click Force a data synchronization.
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Bring a Disk Resource On or Off-Line

After you create a disk resource, you must apply the license and then bring it online,
which synchronizes the entire source node with the destination. After Synchronization is
completed, all data changes are replicated in real time to the destination node.
Replication status is readily available in the Runtime Status view.

To change a disk resource, you must take it off-line. Replication is temporarily
suspended.

To bring a disk resource on and off-line

1.
2.
3.

Select the disk resource you created from the Console Root list.
Click Online Arcserve RHA Disk Resource.

Click Runtime Status. Wait while status changes to Online and Stable.
Synchronization Status starts at Initializing and when finished, changes to Finished.

If you wish to bring the disk resource off-line, click Offline Arcserve RHA Disk
Resource.

Wait while Replication is halted.
Click Runtime Status, verify that status is Offline and Stopped.
The disk resource is off-line.

When you are ready to return the disk resource to its former status, select it and
click Online Arcserve RHA Disk Resource. If desired, you may also Force
synchronization.
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Replicate Cluster Data and Manage Resources

Open a Cluster

Cluster storage can be a single point of failure. To protect cluster data, use Arcserve RHA
for Microsoft Failover Cluster to replicate data to another disk. This disk can be remote.
Viewing Clusters

m  Open a cluster (see page 342)

m  Browse Cluster (see page 343)

m  Customize the View (see page 338)

m  Opena New Window (see page 338)

m  Refresh the Display (see page 338)

Protect Cluster Storage

m  Add Arcserve RHA Disk Resource (see page 339)

m  Edit Arcserve RHA Disk Resource (see page 340)

m  Rescan Cluster Nodes (see page 340)

m  Force Synchronization (see page 340)

m  Configure Server Settings (see page 339)

m  See Runtime Status (see page 339)

m  Bring a Disk Resource On- or Off-Line (see page 341)

Manage Licenses (see page 344)

After your cluster is configured you can manage it using the Arcserve RHA for Microsoft
Failover Cluster console.

To open a cluster

1. From the console, right-click the Arcserve RHA Console for MSFC.

2. Choose Open Cluster.

3. Specify the Cluster Name and click OK.

The cluster you specified is loaded and displayed in the panel.

Note: You can also open clusters from the Actions list on the right side of the console.
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Browse Cluster

If you wish to see what disk resources are contained in a specific cluster, or what cluster
nodes use a specific disk resource, you can browse clusters. You may also determine the
status of the disk resource and the cluster host.

To browse a cluster

1. From the Microsoft Management Console, expand the Root Scope Node in the
scope node panel. All disk resources are listed under the cluster node.

2. Expand the Arcserve RHA Disk Node. All cluster host nodes are displayed under the
disk resource.

Create new Disk Resource

Using the Arcserve RHA MMC snap-in, you can create a new Disk Resource which acts as
the Replica in a Arcserve RHA scenario. The Arcserve RHA Disk Resource is not
supported for use a quorum disk.

Whenever you change a cluster node (eject, add node), you should rescan cluster nodes
for that resource. For more information, see the topic, Rescan Cluster Nodes (see
page 340).

If the real disks are shared by several cluster nodes, make sure the same drive letter is
used on each cluster node when you create the disk resource. If the real disk is offline,
bring it online from the Microsoft Disk Management Console, check whether the
expected drive letter was assigned to the volumes that belong to the disk. You can
change the drive letter from the Microsoft Disk Management Console.

Note: You may create the disk resource without completing the Target Volume field, but
must specify this information to bring the disk resource online. If you wish to add the
volume information later, click the option, Edit Arcserve RHA disk resource.

To create a new disk resource

1. From the Arcserve RHA for MSFC console, click the cluster node.

2. Inthe Actions list, click Add Arcserve RHA Disk Resource.

3. Specify the Disk Name and Target Volume and click OK.

The disk resource is created under the cluster node in the console. Nodes using the disk
resource are automatically detected and listed.

Next Steps:

m  Manage Licenses (see page 344)
m  Add Arcserve RHA Disk Resource to Service or Application (see page 344)
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Add Disk Resource to Applications

Manage Licenses

Browse Events

After you create a Arcserve RHA Disk Resource in the Arcserve RHA for MSFC Console,
create a new application with the Configure an Empty Service or Application Wizard in
Microsoft Failover Cluster Manager and add the disk resource you created.

Before you apply a license, you should first create the Arcserve RHA disk resource.
License count should match the number of nodes in the cluster, not the number of
Arcserve RHA disk resources. You do not need to apply the license every time you create
a disk resource.

To manage licenses

1. From the Arcserve RHA for MFC console, click Edit License Server to assign a license
server. If the license server has already been assigned, skip to Step 5.

2. Provide the IP Address and Port Number of the license server, which is the server
on which the Arcserve RHA Control Service is installed.

3. Click OK.

4. Provide the User Name and Password and click OK.

5. Click Update License. The Update License dialog opens. Provide the user name and
password and click OK.

The License Count is updated.

Note: License reservations must be manually cancelled before you delete a cluster or
the license key could be lost. Click Update License to release existing licenses.

In the MMC interface, choose Cluster Events to view the logs.

On the Cluster Events Filter dialog, you can filter events based on the following:
m  Nodes

m  Event Logs

m Level

m  EventID

®  Daterange
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Scripts

Though scenarios are flexible, easy to use and intuitive to create, there may be times
when you need powerful customization options to extend software benefits.
User-defined scripts provide such customization, allowing you to embed additional
operations in your scenarios. Scripts are limited only by your operating system. If a file
can be executed from the command line on a particular host, it can be applied as a
script within a scenario.

Scripts work in all product releases.

You can use batch files (.bat or .cmd), VBScript (.vbs) with Cscript.exe, or PowerShell
(.ps) scripts with Arcserve RHA. Arcserve RHA r12.x and later versions include a
PowerShell snap-in. Shell scripts (.sh) can be used on UNIX systems.

Example

You can create a batch file (example.bat) that executes a VBScript file with Cscript. To do
so, first call the Cscript executable and then pass the VBScript file as a file call. Specify
the batch file name in the Script Name (full path) field in the appropriate scenario
property.

This section contains the following topics:

How User-Defined Scripts Work with Arcserve RHA (see page 346)
User-Defined Script Properties (see page 346)
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How User-Defined Scripts Work with Arcserve RHA

Scripts for use within Arcserve RHA and its prior releases must be written to return
numeric codes that define success (0) and failure states (any non-zero value). The
software displays return codes in the event window so you can determine immediately
when and where failures occur.

Scripts follow this format:

ScriptName (full path) Arguments

The script name is the name and full path of the executable script to be invoked. Add
directories to this property in the form of <drive>:\<dir>\<file.ext>. The software
displays directories as <drive>:/<dir>/<file.ext>. Arguments passed to the script are
static and literal values.

Scripts must have the same name and reside in the same directory on both the Master
and Replica servers.

Note: You cannot run scripts that activate user interface applications on Windows x64
systems.

Scripts can be executed from different scenario properties. The following topics describe
the properties and how to set scripts for each.

User-Defined Script Properties

You can execute user-defined scripts within the following properties panels:
m  Scenario Properties -- Event Notification, Report Handling
m  Master Properties -- Replication, Event Notification, Report Handling

m  Replica and Scheduled Task Properties -- Replication, Scheduled Tasks, Event
Notification, Report Handling

m  High Availability Properties -- Network Traffic Redirection, Is Alive, DB Application,
Action Upon Success

m  Assured Recovery Properties -- Action Upon Successful testing (DB Online, DB
Offline)
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Execute User-Defined Scripts From Scenario Properties

You must save scripts to be executed from Scenario Properties on the Control Service
host.

Note: Scripts added to Scenario Properties affect the scenario, the Master, and the
Replica hosts. If you add a Reports Handling script here as well as on one of the hosts in
the scenario, duplicates occur.

You may execute scripts from the following property groups:

EJJ Properties

Scenario Properties n
Froperty | “alue ‘

General
Replication
E| Event Notification

=& Motification On
[] Matify by Ermail off
Execute Script Off
W'rite to Event Log ff
E| Report Handling
E|E| Report Saving On
Report Directory [INSTALLDIR)reports
Report Retention {days) Unlimited
(=l Moty by Email oif
Blcccue Soript on |
Script Mame (full path)
Arguments [ReportFile] [ReportType]

m  Event Notification -- this script permits you to handle events or errors as they
occur. Turn On the Execute Script property. Enter the name in the Script Name (full
path) field. Provide arguments to be passed to the script in the Arguments field.

m  Report Handling -- this script is invoked after a report is generated. Turn on the
Execute Script field. Enter the name in the Script Name (full path) field. Provide
arguments to be passed to the script in the Arguments field.

To specify a Scenario Properties script, see the topic, Specify a Custom Script in a
Property (see page 354).

Execute User-Defined Scripts from Master Properties

Master properties let you specify scripts that act on the Master server.
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You may execute scripts from the following property groups:

Bl Propertiss
Master 141.202.226.67' Properties ||
Property | Yalue |
Host Connection
E| Replication
Run Script before Synchronization Off
Fun Script after Synchronization Off
Cornpress Data during Transter Off
Run Script upon Trigger File Creation
Spool
EIE) Event Notification
=[] Motification On
[E] Motity by Email of
Execute Script Off
‘white to Event Log Cn
E| Reports
E| Generate Synchronization Report Cn
Generate Detailed Repart On
Generate Replication Report oOff
E| Report Handling
[E] Motity by Email off
Soript on |
Script Mame (full path)
Argumenls [ReporiFile] [ReportType]
Replication

- If you turn On the Run Script Before Synchronization property , the
synchronization process does not start until this script completes.

— If you turn On the Run Script After Synchronization property, the script runs on
the Master immediately after synchronization begins. Synchronization does not
wait for the script to complete.

— If you turn On Run Script upon Trigger File Creation property, (File Server
scenarios only), the special actions defined in the script execute when the
specified trigger file appears.

Event Notification -- this script permits you to handle events or errors as they
occur. Turn On the Execute Script property. Enter the name in the Script Name (full
path) field. Provide arguments to be passed to the script in the Arguments field.

Report Handling -- this script is invoked after a report is generated. Turn On the
Execute Script property. Enter the name in the Script Name (full path) field. Provide
arguments to be passed to the script in the Arguments field.

To specify a script in Master Properties, see the topic, Specify a User-Defined Script in
Properties. (see page 354)
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Execute User-Defined Scripts from Replica Properties

You may execute user-defined scripts that run on the Replica server from the following

property groups:

Feplica [Stand-by] 15L<0RWEXCHO7R' Properties

Froperty

Walue —

Host Connection
E| Replication

Replication

Fun Script befare Synchronization Off
Run Script after Synchronization Off
Compreszs Data during Transfer Off
Keep Deleted Files during Synchranization Off
Keep Deleted Files during Replication Off
Band\mdth Limnit (Kbps) Unlimited 1
Elstore e State on this replica Off
Retry if File is Busy
Spool
Recovery
=& scheduled Tasks
Suspend Off
ElRep\ica Integrity Testing for Aszured Recovery On
Schedu\er Mot Set
=EN1. start DB
Autnmatic On
User—Defmed Script Off
=I&)2. DB Testing of Replica
Autumatic On
User—Defmed Script Off
E@ 3. Action upon Successful Test (DB online)
UserfDefmed Seript Off
=IE)4. Stop DB
Autumatic On
User—Defmed Script Off
E@ 5. Action upon Successful Test (DB offline)
[l create Shadow Copy (vES) off
User—Defmed Script Off
E| Event Notification
= [E] Motification On
[E] Motity by Ermnail off
Execute Script Off
W'rite to Event Log Cn
E| Reports
Genarate Replication Report oOff
Genarate Azzured Recovery Report On
E| Report Handling
[E] Motity by Email off
Execute Script Off

— Run Script Before Synchronization -- turn On this property to execute a script
that runs on the Replica immediately before synchronization. Synchronization
does not start until the script completes and can be used for starting certain

third-party services.

—  Run Script After Synchronization -- turn On this property to execute a script
that runs on the Replica immediately after synchronization begins. It does not

wait for synchronization to complete.
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m  Event Notification -- this script provides a way to customize the handling of events
and errors. Turn On the Execute Script property. Enter the name in the Script Name
(full path) field. Provide arguments to be passed to the script in the Arguments
field.

Report Handling -- this script is executed after a report is generated. Turn On the
Execute Script property. Enter the name in the Script Name (full path) field. Provide
arguments to be passed to the script in the Arguments field.

To specify a script in Replica and Scheduled Task Properties, see the topic, Specify a
User-Defined Script in Properties (see page 354)
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Execute User-Defined Scripts from Scheduled Task Properties

You may execute user-defined scripts that execute upon successful testing:

Fieplica [Stand-by] 15L<0RWEXCHOTR' Pioperties

Froperty

‘ Yalue =

#E)Host Connection
E|F|Bp|icalion

Run Script before Synchranization Off
Run Script after Synchronization Off
Compress Data during Transfer Off
Keep Deleted Files during Synchranization Off
Keep Deleted Files during Replication Off
Band\mdth Lirnit (Kbps) Unlimited =
JEH_ & Systern State on this replica Off
Retry if File is Busy
Spool
Recovery
&) 8cheduled Tasks
Suspend Off
ElRep\ica Integrity Testing for Azzured Recovery On
Schedu\er Mot Set
=EN1. start DB
Autnmatic On
User—Defmed Secript Off
=IE)2. DB Testing of Replica
Autumatic On
User—Defmed Script Off
E@ 3. Action upon Successful Test (DB online)
UserfDefmed Seript Off
=I&)4. Stop DB
Autumatic On
User—Defmed Script Off
E@ 5. Action upon Successful Test (DB offline)
[l create Shadow Copy (vES) off
User—Defmed Script Off
E|Event Notification
= [E] Motification On
[El Moty by Emnail off
Execute Script Off
W’rite to Event Log on
E|Repnrts
Genarate Replication Report oOff
Genarate Azzured Recovery Report Qn
E| Report Handling
[E] Motity by Email off
Execute Script Off

Scheduled Tasks -- Replica Integrity Testing for Assured Recovery

- Start DB -- If the Automatic property is set to On, the Start DB property
determines the first step in the AR process, starting database services on the
Replica. The script runs when services are started and the database is mounted.
AR does not continue until the script completes. If the Automatic property is
set to Off and User-Defined Script to On, you may then specify a script to

replace the standard first step.
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DB Testing of Replica -- If the Automatic property is set to On, the DB Testing
of Replica property determines the second step in the AR process, verifying
that all application services started properly and that all databases are
mounted successfully and in a valid state. For example, this property could be
used to execute a DBCC Check on a SQL Server to verify the data set. Integrity
testing does not continue until the script completes and if it fails, the AR test
fails, as well. If the Automatic property is set to Off, and the User-Defined Script
to On, you can replace this standard second step.

Action Upon Successful Testing (DB Online) -- After the Replica is successfully
tested, the data is in a known valid state. This property lets you make use of
this knowledge. For example, you could ensure that a backup is performed at
this point, ensuring it is done on validated data. Or, you could ensure that an
application is running.

Stop DB -- This property determines the final step in the standard AR test,
stopping the database services after the test is completed. To replace the
standard test, turn Off Automatic and turn On User-Defined Script. You should
use this property to stop anything started by a script in the Start DB property.

Action Upon Success (DB Offline) -- After the Replica is successfully tested, the
datais in a known valid state and you may wish to copy it, perform a backup, or
take a snapshot. If the action you wish to perform does not require the
database to be running, use this property to register your script. If you are
running Windows Server 2003 (or later), you can generate VSS snapshots
automatically.

To specify a script in, see the topic, Specify a User-Defined Script in Properties (see
page 354)
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Execute User-Defined Scripts from High Availability Properties

You can execute scripts to run in HA scenarios from the following property groups:

Froperty Walue =
@ Switchover
& Hosts
=l Network Traffic Redirection
Mave IP off
=] Redirect DNS on
Z&juser-Defined Scripts
Amive to Standby Redirection Script Off
Standby to Active Redirection Script Off
|dentity Metwork-Traffic Direction Script Off
E1s Alive
I3 Alive Timeout (sec) 300
El Heartbeat Frequency (sec) 30 -
=& Check Method
22l Send Ping Request On
EIFImFmglrnm Master to Replica 141.202.22617
EIF’iﬂr Ping fram Replica to haster 14120222618
Connectto DB On
=) User-Defined Seripts

E Check Script on Active Host Off

il

EChsck Script on Standby Host Off
EipB M t — £ Application/Share Management
Au(nma(\c Database App View 3 c On
[E customized Services :@Umﬂeﬁﬂedsﬁph
=@ User-Defined Scripts [l5tart appiication'add shares script 0f
(=] Start DB Seript 310 apckicationiremore shares script of
=l stop DB Script oft
E@Aﬂ:linn upon Success
|2l User-Defined Script Off

o

m  Network Traffic Redirection

Active to Standby Redirection -- Turn On this property to execute a script that
runs on the active server, if it is available, to redirect users to the standby host,
or to release network resources on the active host.

Standby to Active Redirection -- Turn On this property to execute a script that
runs on the standby server, to redirect users to the active server.

Identify Network Traffic Redirection -- Turn On this property to execute a
script that determines which server is active. If the script returns 0, the host it
was executed from is considered to be the active server. If the script returns a
non-zero value, that host is considered inactive.

m |s Alive, Check Method

Check Script on Active Host -- this script runs on the active server during every
Is Alive heartbeat to verify that the server is available to users.

Check Script on Standby Host -- this script runs on the standby server during
every Is Alive heartbeat to verify that the server is available to users.

Start DB/Start Application/Add Shares -- When set to On, the script augments
or replaces the start of DB services and applications, or enables folder sharing.
The action defined occurs during the scenario run process on the active host, or
during a switchover on the standby host.
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- Stop DB/Stop Application/Remove Shares -- When set to On, the script
augments or replaces the stopping of DB services and applications, or disables
folder sharing. The action defined occurs during the scenario run process on
the standby host, or during a switchover on the active host.

Action Upon Success -- When set to On, the script executes its defined actions after
a successful switchover.

Specify a User-Defined Script in Properties

The following procedure explains how to enable user-defined scripts from the various
properties. You are not limited to one script. You may specify scripts for various
purposes but exercise caution. Report Handling and Event Notification scripts can be
specified in several property groups, which could result in duplicate execution.

To specify a custom script in a property

1.
2.

Stop the scenario if it is running.

Select the appropriate Properties tab for the desired server. For more information,
refer to the topic, User-Defined Scripts Properties. (see page 346)

Expand the desired Property Group.

Set the appropriate property according to the instructions provided in the Execute
User-Defined Scripts topics.

Resume running of the scenario.
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Troubleshoot Script Use

I receive an error code (1) when my VBS script using cscript.exe is executed.

Error code (1) from a script means that there is an invalid parameter or that the script
cannot be found. Check the arguments in the scenario and verify that the syntax is
correct and that all characters, especially the quote symbols, are present. Sometimes,
when copying and pasting into the arguments field within the scenario, the quotes can
be taken as literal special characters and are not presented to cscript.exe correctly at
execution.

I receive an error message, ER00160: Script<script name> did not finish execution in
<number> "seconds" during switchover.

This problem can occur when a high availability script takes longer than the designated
timeout period to complete. The default time is 300 seconds (5 mins). You can modify
the ws_rep.cfg file within the Engine install directory to adjust this time. The attribute to
modify is HAScriptExecutionTimeout=300. To change this value, remove the # in front of
the attribute, modify the right-hand numeric value, and then restart the engine service.

| receive the error, ER00564: Script<script> doesn't exist. Or, ER00569: Script<script>
not found, is displayed.

This means that the script that was supposed to execute is not in the location specified.
Check that there are no spaces within the root directory. If there are spaces, the script
directory needs to be placed inside quotes, like "c:\Program Files\ScriptExamples".

| receive the error, Check script on standby host failure, or Check script on Active host
failure.

This means that the Is Alive script returned a fail code on the host specified and a
switchover will either take place or needs to take place.

When starting the scenario, | receive an error, ERROR: Network traffic is directed to
host<host>, but application is still running on <host>.

The Identify Network Traffic Redirection scripts could be returning incorrect values.
Make sure that the script on the Active host is returning 0 and the standby host is
returning non-zero.
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When starting the scenario, | receive the error, ERROR: Unable to run scenario.

The Identify Network Traffic Redirection scripts could be returning identical values.
Make sure that the script on the Active host is returning 0 and the standby host is
returning non-zero.

When starting the scenario, | receive the warning, WARNING: Unable to connect to
<Master or Replica> host<host> and error, ERROR: No network information for
<Master or Replica> to check against.

The Identify Network Traffic Redirection script on the Master or Replica could not be
found by the engine.
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Chapter 19: Configuring the RHA NAT Utility for
Various Network Setups

Use the RHA NAT utility when you have a network setup that uses firewalls, proxy
servers, or a combination of both. These kinds of network setups restrict access to
certain hosts and do not allow you to create scenarios. The following examples describe
how to configure the NAT utility in various network setups.

This section contains the following topics:

Example 1: Masters are behind a Closed Firewall (see page 358)

Example 2: Masters are behind a Closed Firewall that uses a Proxy Server (see page 365)
Example 3: Appliance and CS are Behind a Closed Firewall (see page 368)

Example 4: CS is on a Public WAN (see page 371)

Example 5: Masters, Appliance, and CS are Behind Port Forwarded Firewalls (see page
372)
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Example 1: Masters are behind a Closed Firewall

In this example, the Control Service (CS) and appliance cannot access the master. The
following description explains the network setup.

Masters are in a private LAN network that is behind a firewall (Firewall 1) without
any port forwarding.

Hosts in LAN 1 can access the public WAN through Firewall 1.

The Control Service and replica are in a LAN network that is behind a firewall
(Firewall2) with the port forwarding enabled.

Hosts in LAN 2 can access the public WAN through Firewall 2. The following port
forwarding is configured for Firewall 2.

—  Port 24000 is forwarded to the Control Service host.
- Port 25000 is forwarded to the appliance.

Both these private LAN networks are connected through a public WAN.

The following diagram illustrates the network setup.

Public WAN/DMZ: 155.35.x.x ()

Site 1

Site 2

Firewall 2—part forwarding enabled
Internal IP: 9.181.101.127

Firewall 1—without any port forwarding
Internal IP;192.1680.111
External IP:155.35.76.203

Private LAN 1: 192.168.0.x (]

( Engine | [ Engine )

Master 1 Master 2
192.168.0.112 192.168.0.113

External IP; 155.35,79.139
Port 24000 forwarded to the CS host
Port 25000 forwarded to the Appliance

Private LAN 2: 9,181.101.x

Appliance
9.181.101.199

ESX or vCenter server
9.181.101.240
Port 443

Control Service
9.181.101.100
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Let us see what happens if you create a Full System HA scenario without the NAT utility.

1. The Control Service cannot access the master in LAN1 because Firewall 1 has no
port forwarding. You cannot create a scenario when the Control Service cannot
access the master.

2. When you run a backward scenario, data is copied from the appliance or switchover
VM at Site 2 to the master at Site 1. This data replication is not possible because the
Control Service cannot access Master 1.

To create a scenario for this setup, use the RHA NAT utility on Master 1.

The following tasks describe how to configure the NAT utility on the master while
creating scenarios and performing BMR.

m  Create a Full System HA Scenario (see page 360)

m  Perform BMR from a Rewind Point (see page 362)

m  Perform BMR using Reverse Replication (see page 363)
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Create a Full System HA Scenario

Before you create the Full System HA scenario, perform the following steps on Master 1.
1. Run the RHA NAT utility from the engine folder.
2. Enter the external IP, 155.35.79.139, and port numbers of Firewall 2.

Note: The Control Service and appliance at Site 2 are forwarded from the same
external IP (155.35.79.139) with different ports. So you have to add entries for each
port as shown:

m 155.35.79.139, 24000

m 155.35.79.139, 25000
L nar comtguration
hobe: The default port number of the Conbrol Service is 29000 and the Engire 5 25000.

HAT host IP: J . . . Port: B

Host [P [Port |5 | Remove |
155,357,139 24000

Wer
155,35.79. 139 25000 Verified Remowe Al I
Rafesh I
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3. Click OK to apply the configuration.

4. Next, open the RHA Manager and click New on the standard toolbar to create the
scenario.

5. Select Full System with the product type HA and AR.

6. Enter the IP address (192.168.0.112) and the default port number (25000) of the
master.

7. Enter the IP address (9.181.101.240) of the virtual platform and the default port
number (443).

8. Enter the IP address (155.35.79.139) of the appliance and the port number (25000).
This port has a port forwarding to appliance (9.181.101.199).

Note: If you select Verify Arcserve RHA Engine on Hosts, you get a message that
RHA engine is not installed on 155.35.79.139. You get this error message because
the verification is processed on Firewall 2.

9. Enter details of volume, resource pool, storage, scenario properties, and host
properties similar to that of a full system scenario.

10. Select the switchover type and run the scenario.
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Perform BMR from a Rewind Point

The bare metal recovery lets you recover data and applications from a bookmark rewind
point to a bare metal machine. Start the bare metal machine and configure the NAT
utility.

Follow these steps:
1. Stop the scenario from the RHA manager.
2. Start Master 2 (bare metal machine) using the RHA BMR DVD or ISO image.

3. Verify the network adapter settings. If the settings are not correct, configure them
manually.

4. Open the command prompt and navigate to the rha folder. Run the following
command to open the RHA NAT utility.

natutil
5. Run the following command to add Firewall 2 external IP address and port details.
nat.addhost 155.35.79.139 24000
nat.addhost 155.35.79.139 25000
Port 24000 for Control Service and 25000 for the appliance.

6. Run the following command to apply the settings and establish a connection
between Master 2 and the Control Service.

nat.apply

7. Next, open the RHA Manager and click New on the standard toolbar to create the
scenario.

8. Click Restore Data to open the Data Restore Wizard.

9. Select Recovery Type (Bare Metal Recovery) and the recovery point.

10. Enter the following IP address and port details on the Recovery Destination page.
Destination IP: 192.168.0.113, 25000

11. Click Verify to verify the destination host.

12. Enter details of volume, resource pool, storage, scenario properties, and host
properties similar to that of a full system scenario.

13. Click Run to start the recovery scenario.
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Perform BMR Using Reverse Replication

You can recover application and data after failover using reverse replication for this
network setup. After switchover or failover occurs, a Run button is available to launch
the reverse replication process. A new switchover VM is created. This VM contains the
same data as the master but has a different IP address (9.181.101.152 instead of

192.168.0.112).

In this example, the switchover is between the switchover VM at Site 2 and the bare
metal machine (Master 2) at Sitel. To make this switchover VM accessible, you set a

new port forwarding (25001) on Firewall 2.

( Public WAN/DMZ: 155.35.x.x ()

Site 1

Firewall 1—without any port forwarding
Internal IP:192.1680.111
External IP:155.35.76.203

~
( Private LAN 1: 192.168.0.x )
[ Engine
Master 1 Master 2
192.168.0.112 192.168.0.113

Firewall 2—port forwarding enabled
Internal IP: 9.181.101.127

External IP: 155.35.79.139

Port 24000 forwarded to the CS host
Port 25000 forwarded to the Appliance

{ Private LAN 2:9.181.101.x

ESX or vCenter server
9.181.101.240
Port 443

I

! Contral Service
: - [ Engine | 9.181.101.100
1

Appliance VM

S
9.181.101.199 NS
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Now you have the Control Service, appliance, and a new switchover VM. Enter the
details of all three machines in the NAT utility on the master.

Follow these steps:

1.
2.

Start the bare metal machine (Master 2) using the BMR DVD or ISO image.

Verify the network adapter settings. If the settings are not correct, configure them
manually.

Open the command prompt and navigate to the rha folder. Run the following
command to open the RHA NAT utility.

natutil

Run the following command to add Firewall 2 external IP address and port details.
nat.addhost 155.35.79.139 24000

nat.addhost 155.35.79.139 25000

nat.addhost 155.35.79.139 25001

Port 24000 for the Control Service, 25000 for the appliance, and 25001 for the
switchover VM.

Run the following command to apply the settings and establish a connection
between the master, Control Service and appliance.

nat.apply

Next, open the RHA Manager to create the backward scenario. Select the scenario
that performed switchover and click Run to open the Data Restore Wizard.

Enter the following IP address and port details on the Reverse Replication page.
Source Name/IP: 155.35.79.139, 25001

Destination IP: 192.168.0.113, 25000

Click Verify to verify the destination host.

Enter details of volume, resource pool, storage, scenario properties, and host
properties similar to that of a full system scenario.

10. Click Run to start the backward scenario and run the reverse replication process.

After the synchronization is complete, start the manual switchback to make the bare
metal machine (Master 2) live.
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Example 2: Masters are behind a Closed Firewall that uses a Proxy
Server

This example is similar to Example 1, the only difference is that there is an additional
proxy server at Site 1. The following description explains the network setup.

m  Masters are in a private LAN network that is behind a firewall (Firewall 1) without
any port forwarding.

m  Firewall 1is connected to a proxy server (155.35.76.123).
m  Hostsin LAN 1 can access the public WAN through Firewall 1.

m  The Control Service and the replica are in a LAN network that is behind a firewall
(Firewall2) with the port forwarding enabled.

m  Hosts in LAN 2 can access the public WAN through Firewall 2. The following port
forwarding is configured for Firewall 2.

—  Port 24000 is forwarded to the Control Service host.
-  Port 25000 is forwarded to the appliance.

m  Both these private LAN networks are connected through a public WAN.

The following diagram illustrates the network setup.

( Public WAN/DMZ: 155.35.x.x ()

HTTP Proxy server
IP: 155.35.76.123

Site 1 Site 2
Firewall 1—without any port forwarding Firewall 2—port forwarding enabled
Internal IP:192.168.0.111 Internal IP; 9,181.101.127
External IP:155.35.76.203 External IP: 155.35.79.139
Part 24000 forwarded to CS host
Part 25000 forwarded to the Appliance
( Private LAN2: 9.181.101.x §]

Private LAN1: 192.168.0.x () ESX or vCenter server

9.181.101.240
Port 443

- (_Engine ) (_Engine )

Control Service
9.181.101.100

Master 1 Master 2
192.168.0.112 192.168.0.113

Appliance VM
9.181.101.199
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This example is similar to Example 1. You only need to perform the following additional
steps.

1. On the master, specify the following proxy server details in the NAT utility.
—  HTTP Server: 155.35.76.123
- Port: 80
— User name: <domain\username>

Password: <password>
X
Note: The default port number of the Control Service is 24000 and the Engne is 25000.

NAT host IP: [ ) : ; Poct: | Add |

Host 1P [Port [ status | Remove
155.35.79.139 29000  Venfied

155.35,79.139 25000  Verified Remove Al I
Refresh I

~HTTP proxy setting
¥ Use HTTP proxy server
HTTP server: | 155.35.76.123
Port: E
User name: | Admin
pmd: I N

1

(|| paw
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2. While you create the Full System scenario, specify the following host properties in
the Master and Replica Properties screen.

m Set the HTTP Proxy Server Configuration to ON.

m  Enter the proxy server details.

" Welcome

4 Product Type

« Scenario Setup
4 Host
% Engine Verification
" Volume Setting
%" Resource Pool Selection
<" Storage Selection
4" Scenano Properties
P Hosts Properties
Switchover Properties.

Run Scenario

Master and Replica Properties

The Master and Replica propetties are configured here. You can also configure these propetties after the completion of the wizard steps
The recommended defauit values are aready listed. Before changing these values, please refer tathe Arcserve RHA Adminisiration Gide.

Master Properties Value Replica Properties Value ™
E&) Host Connection &) Host Connection
EIManagementhAddrm 20K XK XK XK @ i
[El Replication IP Address 0000 3
[El Port Number 25000 2 Elvirual Platform Setting
= [E] HTTP Proxy Server Configu... On Elvirual Platiorm Type ESXi Server
| DbostNamefPAddress || BElvirual Pratiorm oy
[ Port Number 30 Elrort 443
[E] user Credentials ElssL connection On
Replication =& storage 121834
&) Spool [El Using Dynamic Disk ~ On
&) Event Notification ElResource poal test2
=& Reports =&} Virtual Machine Setting
[ElcPu cores 2
[El Memory size (MB) 4096 »
<] m [ =]

Enter host name or |P address of the proxy server.

Back Next Finish Cancel A
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Example 3: Appliance and CS are Behind a Closed Firewall

In this example, the master cannot access the replica. The Control Service and replica
are behind a firewall without any port forwarding. The following description explains the
network setup.

Masters are in a private LAN network (LAN 1) that is behind a firewall (Firewall 1)
with the port forwarding enabled.

Hosts in LAN 1 can access the public WAN through Firewalll. The following port
forwarding is configured for Firewall 1.

—  Port 25000 is forwarded to Master 1.
— Port 25001 is forwarded to Master 2.

The Control Service and replica are in a private LAN network (LAN 2) that is behind a
firewall (Firewall2) without any port forwarding.

Both these private LAN networks are connected through a public WAN.

The following diagram illustrated the network setup.

( Public WAN/DMZ: 155.35.x.x 1)

Site 1 Site 2
Firewall 1—port forwarding enabled
Internal IP:192.1680.111

External IP:155.35.76.203

Port 25000 forwarded to Master 1

Firewall 2—without any port forwarding
Internal IP: 9.181.101.127
External IP: 155.35.79.139

Port 25001 forwarded to Master 2 .
{ Private LAN 2: 9.181.101.x 1§
Private LAN 1: 192.168.0.x ()
ESX or vCenter server
9.181.101.240

Port 443

[ Engine
Y Encina )
wis Control Service
9.181.101.100

Master 2
192.168.0.113

Master 1
152.168.0.112

Appliance
9.181.101.199
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Example 3: Appliance and CS are Behind a Closed Firewall

In this setup, the Control Service and the appliance can access the master but the
master cannot access the appliance. For a forward scenario, the master cannot copy
data to the replica.

To create a scenario for this kind of setup, configure the RHA NAT utility on the
appliance.

The following tasks describe how to configure the NAT utility on the appliance while
creating a scenario and performing BMR.

m  Create a Full System HA Scenario (see page 369)

m  Perform BMR from a Rewind Point (see page 370)

m  Perform BMR using Reverse Replication (see page 370)

Create a Full System HA Scenario

Before you create the Full System HA scenario, perform the following steps on the
appliance.

Follow these steps:
1. Launch the RHA NAT utility from the engine folder on the appliance.
2. Enter the following IP addresses and port details.
155.35.76.203, 25000
3. Click OK to apply the configuration.

4. Next, open the RHA Manager and click New on the standard toolbar to create the
Full System scenario.

5. Select Full System with the product type HA and AR.

6. Enter the Master IP address (155.35.76.203) and port number (25000). This IP is the
external IP address of Firewall 1 with port 25000 forwarded to Master 1
(192.168.0.112).

7. Enter the IP address (9.181.101.240) of the virtual platform and the default port
number (443).

8. Enter the IP address (9.181.101.199) of the appliance and the port number (25000).

9. Enter details of volume, resource pool, storage, scenario properties, and host
properties similar to that of a full system scenario.

10. Select the switchover type and run the scenario.
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Example 3: Appliance and CS are Behind a Closed Firewall

Perform BMR from a Rewind Point

The steps are almost the same as in Example 1, Perform BMR from a Rewind Point. Only
the following two steps are different from Example 1.

m  After the bare metal machine starts up, you do not need to configure the NAT utility
on the master. The master can access the appliance using Firewall 1 and port
forwarding.

m  On the Recovery Destination page, enter the following external IP address of
Firewall 1 and the forwarded port number.

Destination IP: 155.35.76.203, 25000

Perform BMR Using Reverse Replication

When switchover occurs, the switchover VM appears at Site 2. This switchover VM can
connect to the standby host (Master 2) by using the Firewall 1 external IP address and
port forwarding. So you do not need to use the NAT utility on the switchover VM.
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Example 4: CS is on a Public WAN

Example 4: CS is on a Public WAN

This example is similar to Example 3 except that the CS host is on the public WAN with a
public IP address (155.35.76.123). The following description explains the network setup.

m  Masters are in a private LAN network (LAN 1) that is behind a firewall (Firewall 1)
with the port forwarding enabled.

m  Hostsin LAN 1 can access the public WAN through Firewall 1. The following port
forwarding is configured for Firewall 1.

—  Port 25000 is forwarded to Master 1.
— Port 25001 is forwarded to Master 2.
m  The Control Service is on the public WAN.

m  The appliance is in a private LAN network (LAN 2) that is behind a firewall
(Firewall2) without any port forwarding.

m  Both these private LAN networks are connected through a public WAN.

The following diagram illustrates the network setup.

CS Host
IP: 155.35.76.123

Public WAN/DMZ: 155.35.x.x [}

Site 1 Site 2

Firewall 1—port forwarding enabled
Internal IP:192.1680.111

External IP:155.35.76.203

Port 25000 forwarded to Master 1
Port 25001 forwarded to Master 2

Firewall 2—without any port forwarding
Internal IP: 9.181.101.127
External IP: 155.35.79.139

{ Private LAN 2: 9.181.101.x )]

Private LAN 1: 192.168.0.x ()

ESX or vCenter server
9.181.101.240
Port 443

Master 1 Master2 0 | | memem——————
192.168.0.112 192.168.0.113

Appliance
9.181.101.199

Chapter 19: Configuring the RHA NAT Utility for Various Network Setups 371



Example 5: Masters, Appliance, and CS are Behind Port Forwarded Firewalls

The Control Service can connect to the master but cannot connect to the appliance. So
configure the NAT utility on the appliance to establish a connection between the Control
Service and the master. The other steps are same as in Example 3.

Example 5: Masters, Appliance, and CS are Behind Port Forwarded

Firewalls

In this example, the network setup is such that in both sites the hosts are behind
firewalls that have port forwarding enabled.

The following description explains the network setup.

m  Masters are in a LAN network (LAN 1) that is behind a firewall (Firewall 1).

m  Port forwarding is enabled for Firewall 1.

m  The Control Service (CS) and replica are in a LAN network (LAN 2) that is behind a
firewall (Firewall2).

m  Port forwarding is enabled for Firewall 2.

m  Both these LAN networks are connected using a public WAN.

The following diagram describes the network setup.

( Public WAN/DMZ: 155.35.x.x ]

Site 1

Firewall 1—port forwarding enabled
Internal IP:192.1680.111

External IP:155.35.76.203

Port 25000 forwarded to Master 1
Port 25001 forwarded to Master 2

Firewall 2—paort forwarding enabled
Internal IP: 9.181.101.127

External IP: 155.35.79.139

Port 25000 forwarded to the Appliance
Port 24000 forwarded to the CS host

( Private LAN 2: 9,181.101 x

Private LAN 1: 192.168.0.x ()

ESX or vCenter server
9.181.101.240
Port 443

( Engine )

Control Service
9.181.101.100

Master 1 Master2z2 0| | memmm—————

Appliance
152.168.0.112 192.168.0.113

9.181.101.199
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Example 5: Masters, Appliance, and CS are Behind Port Forwarded Firewalls

Port forwarding is enabled for both firewalls, so masters can access the appliance and
Control Service. Similarly the Control Service and the replica can access the masters. For
this setup, you can create a scenario in the following two ways.

m  Using the NAT utility: Use the NAT utility either on masters or on the appliance to
create an HA scenario, see either Example 1 or Example 2.

m  Without using the NAT utility: Use the external IP addresses of Firewall 1 and
Firewall 2 with port forwarding details to create an HA scenario.
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Appendix A: Arcserve RHA Troubleshooting

The following section provides you information on some of the error messages that you
may receive - when they occur, what is their meaning, and how to resolve the problems
that caused them.

This section contains the following topics:

Troubleshooting Tips (see page 375)

Spool Limit Exceeded (see page 376)

The Disk is Full (see page 378)

EMO03100 (see page 378)

EMO03101 (see page 379)

EMO03102 (see page 379)

EMO03103 (see page 379)

Renew an Expired SSL Certificate (see page 380)

Unable to start listening on port/Ports (see page 381)
Root Directories (see page 384)

Synchronization Failed with the VSS Error (see page 385)
Unable to Create Shadow Copy Error (see page 385)
Unable to Create Shadow Copy Error for VHD Mount Point (see page 386)

Troubleshooting Tips

m  If you trigger a manual switchover, Arcserve RHA sends the last journal event to all
replica nodes before stopping the scenario. When the Master is up, initial
synchronization is skipped. If you wish to force resynchronization from the owner to
other nodes, click the option, Force a data synchronization.

m  Whenever you change a node in the cluster (for example, eject, add), you should
rescan the cluster nodes for this resource. To rescan cluster nodes, click the option,
Rescan cluster nodes for this resource.
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Troubleshooting Tips

Spool Limit Exceeded

CR00404 "Spool limit exceeded. The scenario is stopped"

Reason:

This message can refer either to the spool on the Master or to the spool on the Replica.
It means that the value you entered in one of the Spool properties - Max Spool Size or
Min Disk Free Size - has been exceeded. As a result of reaching the threshold, the
system issues an error and stops the ongoing replication. There is one exception to this
rule - when the value of the Max Spool Size on the Replica is exceeded, a message is
issued but the scenario is not stopped. In this case the following message
appears:"ER00002" "Spool size limit exceeded. Current size: %1"

Several factors can cause the spool growth:

1.

On the Master and Replica - when a real-time Antivirus scanning is active, it filters
every replicated file before applying the change to the data file. This filtering
process causes the replicated files to cache in the spool on both the Master and
Replica, before they are transferred or applied. As a result, a bottleneck appears,
and the spool limit may exceed.

On the Master - when there is a low bandwidth connection between the Master
and the Replica, and many updates occur on the Master, the spool limit may
exceed.

On the Replica - when synchronization is initiated during an ongoing replication, the
new updates from the Master are stored on the Replica spool. Only when the
synchronization is finished, the replicated files that are cached in the spool
directory are applied to the Replica data. If the synchronization is long, or many
changes occurred on the Master in the meantime, the spool limit may exceed.

On the Replica - during the Assured Recovery test, the data changes that take place
on the Master are sent to the Replica, but they are not immediately applied.
Instead, these changes are accumulated and stored in the spool, and only when the
testing is completed they are applied to the Replica data. This may cause the spool
limit to exceed.

On the Replica - when there is a lot of activity on the data directory of the Replica
server, a Disk 10 queue may be formed. This causes the replicated files to begin
cache in the spool, waiting for a sequential access to the disk subsystem, in order to
apply the data changes to the files on the disk.

There is high Disk |10 on the data directory on the Replica server. Disk |0 is causing
disk writes to queue, forcing the replication files to begin caching in the spool,
waiting for sequential access to the disk subsystem in order to apply the data
changes to the files on disk.

To resolve consider running Perform Counters to review Disk 10. consider moving
spool to a volume which has relatively low Disk I0. It is not recommended to place
the Spool on the same volume where the data files are located. In the case of an
application server such as Exchange, SQL, Oracle, etc) the Spool should not be
placed on a volume that contains either the DB files or the Transaction logs.
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Troubleshooting Tips

Note:

When there is a disconnection between a Master and a Replica, the spool on the
Master that stores changes for the disconnected Replica will be emptied.

m  When the spool or the spool drive is full, Arcserve RHA stops the scenario. Once you
restart the scenario, the spool is emptied, so the scenario can start running.
However, if you do not make any change in the Spool definition or the Spool drive,
this problem will occur again.

Action:

You can do one or all of the following actions:

Exclude the Arcserve RHA Spool directory from AV scanning on all hosts involved in
the replication.

Decrease the value you entered in the Spool - Min Disk Free Size property.
Increase the value you entered in the Spool - Max Spool Size property.

Run Perform Counters to review the Disk 10 activity. If necessary, change the Spool
Directory location, and select a free and relatively inactive drive.

Note: It is not recommended to place the Arcserve RHA Spool on the same volume
where the data files are located. In the case of database servers, such as Exchange,
SQL, and Oracle, the Spool should not be placed on a volume that contains either
the DB files or the Transaction logs.

Delete or move files from the current spool drive, and reduce its other activities.
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The Disk is Full

The Disk is Full

EM03100

"CR01488" "The disk is full. Stopping replication"

Reason:

This message can refer either to the Master or to the Replica. However, in most cases it
refers to lack of free disk space on the Replica, which prevents the replication from
continuing.

Several common factors can cause the Replica disk to become full:

1. When the size of the replicated data is bigger than the Replica disk size, the Replica
disk will become full before all the replicated data is applied.

2.  When the Replica contains other data, it may not leave enough free space to store
the replicated data.

3.  When VSS snapshots are created on a scheduled basis and are stored on the
Replica, they may gradually occupy too much disk space.

Action:

You can do one or all of the following actions:

m  Free space on the full disk for the replicated data.

m  Check and compare the disk volume capacity of the Replica and the size of the
replicated data, and select a Replica host with enough free disk space.

m  [f the system is configured to create VSS snapshots on a scheduled basis, you can
either remove old snapshots or change the VSS snapshot schedule and properties.

Error EM03100 Replica %1 doesn't join into the deployment of master %2
Applies to Dynamics CRM

Action:

Re-install CRM on the Replica server and choose the option, Connect to existing
deployment.
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The Disk is Full

EM03101

EM03102

EM03103

Error EM03101 Roles (except SQL Server) installed on Replica are not same on Master
%1 %2

Applies to Dynamics CRM

Action:

Install the same roles on both the Master and Replica.

Error EM03102 Role %1 is absent.
Applies to Dynamics CRM

Action:

Install the same roles on both Master and Replica servers.

Error EM03103 Role %1 is redundant
Applies to Dynamics CRM

Action:

Install the same roles on both the Master and Replica servers.
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Renew an Expired SSL Certificate

Renew an Expired SSL Certificate

When you are using an SSL Certificate to secure communication, you may need to
renew expired certificates or install new ones. The following procedure applies to both
authorized or self-signed SSL certificates. Contact Support to obtain a new certificate.

To renew an expired SSL certificate

1.

Obtain a new certificate and install it on the machine where the Control Service is
running.

Note: You do not need to stop the Control Service during this procedure.
To remove the old certificate binding, run the following command:

httpcfg.exe delete ssl - 0.0.0.0:{CS SSL Port Number}

The CS SSL Port Number parameter is the port number you entered during the
Control Service installation. You can find this value in the ws_man.exe.config file,
under ws_port value.

The command result should not return any errors.

The end of the message should be:
...completed with 0.

To bind the new certificate to the Control Service SSL port, run the following
command:
httpcfg.exe set ssl -i 0.0.0.0:{CS SSL Port Number} -h {New Certificate SslHash}

The httpcfg.exe parameter is a standard utility for Windows Servers, and you can
find it in the Control Service installation directory.

You can find the New Certificate SSIHash parameter in the Certificate dialog, on the
Details tab, under the Thumbprint value. Enter the Thumbprint value without
spaces, in a single continuous string.

The command result should not return any errors.

The end of the message should be:
...completed with 0.

The SSL certificate is now renewed.
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Unable to start listening on port/Ports

Unable to start listening on port/Ports

"CS00073" "Unable to start listening on port %1 %%%"
Occupied or closed by a firewall (Engine).

"EMO02012" "Unable to get port of Web Service on %1 %2"
Control Service Occupied or closed by a firewall - 8088

"EMO02014" "Control Service has different port on %1 %2 and %3 %4 hosts"

"ER00609" "Failed to configure Web Access port."
Scenario lIS -

Check whether another Engine or another application is already using this port. Change
the port no. in one of them.

Open ports required for remote installation and verification of the Engine

Title: List of open ports required for remote installation and verification of the Engine on
replication hosts.

Description

This article provides the ports and the associated protocols in order to remotely install
the Engine service on remote hosts through the scenario creation wizard or the remote
installer.

Solution

The ports below need to be open in any firewalls between the Arcserve RHA Control
Service server and the Engine servers.

m  TCP Protocol requires ports 25000, 1025, 2666 & 2660
m  UDP Protocol requires ports 135, 137, & 138
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Unable to start listening on port/Ports

Changing the Control Service Port

Arcserve RHA Control Service is designed by default to listen on port 8088. However, the
default port can be changed in environments where this port is already being used by
another application. The configuration file that is responsible to the Control Service port
configuration is ws_man.exe.config. Therefore, if you want to change the Control
Service port after you installed it, you need to change all the port values in the
ws_man.exe.config file.

To change the default port of the Control Service from port 8088 to any other port

1. If there are running scenarios that are currently using the Control Service you want
to change, stop them through Arcserve RHA Manager.

2. Login to the host where the Control Service is running.
3. Inthe Services dialog, stop the Control Service.

4. Using Windows Explorer, browse to the Control Service installation directory, where
the ws_man.exe.config file is located .

Notes:

m  Ona 32 bit host, the default installation directory is:"C:\Program
Files\CA\Arcserve RHA\Manager"

m  Ona 64 bit host, the default installation directory is: ""C:\Program Files
(x86)\CA\Arcserve RHA\Manager"

5. Open the ws_man.exe.config file with a text editor.

6. Change the value of all '*_port entries, and instead of the default port of 8088
enter the port no. you want to use.

7. Save and close the ws_man.exe.config file.

8. In the Services dialog, restart the Control Service.The Control Service now listens to
the new port you defined for it.
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Changing the Engine Port

Arcserve RHA Engine is designed by default to listen on port 25000. However, the
default port can be changed in environments where this port is already being used by
another application. The configuration file that is responsible to the port configuration is
ws_rep.cfg file. Therefore, if you want to change the Control Service port after you
installed it, you need to change all the port values in the ws_rep.cfg file.

To change the port number used by the Replication Engine

1.

10.
11.
12.

13.
14.

15.

If there are running scenarios that are currently using the Engines you want to
change, stop them through Arcserve RHA Manager.

Log in to the Master host where the Engine is running. (Repeat for Replica)

In the Services dialog, stop the Engine service. (Stop the engine on both Master and
Replica servers.)

Using Windows Explorer, browse to Engine installation directory, where the
ws_rep.cfg file is located.

Note: The default installation directory is: "C:\Program Files\CA\Arcserve
RHA\Engine".

Open the ws_rep.cfg file with WordPad o another text editor.

Note: We do not recommend using Notepad, due to its limited View options.
WS_REP.CFG file using WORDPAD or a 3rd party text edition. (don't use NOTEPAD).
Find the "# Port = 25000" section (one of the first lines) in the WS_REP.CFG file.

Change the Port = 25000 to a new port number (e.g. Port = 25002) and remove #
sign at the beginning of the line.

Save the WS_REP.CFG (Remember: the configuration files on the Master and
Replica servers must be the same. Make sure whatever changes that are made to
the WS_REP.CFG file on the Master are made on the Replica.

Start the Engine Service on both the Master and Replica.
Open the Manager and highlight the scenario.

Click on the Active Server and then choose Properties. Under the connection
section, you can see the port number and the value set to 25000. Change the port
number to the new port number that is specified in the WS_REP.CFG file.

Perform the same steps that are performed in step 10 for the Replica server also.

If the Master and Replica servers have other scenario's running you will have to
change the port number for those scenarios as well.

Restart the scenario.

To change the default port of the Control Service from port 8088 to any other port

1.

Log in to the host where the Control Service is running.
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Root Directories

2. Inthe Services dialog, stop the Control Service.

3. Using Windows Explorer, browse to Control Service installation directory, where the
ws_man.exe.config file is located .

Notes:

m  Ona 32 bit host, the default location is:"C:\Program Files\CA\Arcserve
RHA\Manager"

m  Ona 64 bit host, the default location is: "C:\Program Files (x86)\CA\Arcserve
RHA\\Manager"

4. Open the ws_man.exe.config file with a text editor.

5. Change the value of all *_port entries, and instead of the default port of 8088 enter
the port no. you want to use.

6. Save and close the ws_man.exe.config file.

In the Services dialog, restart the Control Service.The Control Service now listens to the
new port you defined for it.

Root Directories

"CV01361" " Invalid set of Root Directories"

"EMO00568" "The host %1 is already used by running HA scenario '%2". "

The %1 host is already used by a running HA scenario '%2"."
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Unable to Create Shadow Copy Error

Synchronization Failed with the VSS Error
Symptom:
| get the following error when | run synchronization:

WMO04411 342 Warning 155.35.86.133 9/10/2012 5:17:00 PM Unable to create Shadow Copy; retrying...
Solution:

This error is because of specific hardware configuration. You can solve the problem by
performing the following steps:

Open the ws_rep.cfg and modify the following parameters:
DirSnapshotWithVSS = True
MaxVSSRetryCount = 3

Note: Increase the MaxVSSRetryCount value if it is already 3.

Unable to Create Shadow Copy Error
Symptom:
| get the following error while running the scenario:
Unable to Create Shadow Copy, error: 'The system or provider has insufficient storage space.’; retrying...
Solution:

1. Open the we_rep.cfg file and enable the SnapshotStorageVolume parameter
and set its value to a volume with sufficient available space.

2. Restart the engine.

3. Runthe scenario again.
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Unable to Create Shadow Copy Error for VHD Mount Point

Unable to Create Shadow Copy Error for VHD Mount Point

Symptom:

I am unable to create shadow copy while synchronization when the VHD mount
point coexists with other directories as the root directory.

Solution:

The problem is because there could be more than one root directory and the
directories are in more than one volume. In this case, if any of the volumes are from
a VHD file and the others are not, then the scenario cannot run as it cannot create a
shadow copy set.

Perform the following steps to resolve the issue:
1. Open the ws_rep.cfg and modify the following parameters:
DirSnapshotWithVSS = False

2.  Run the scenario again.
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