Arcserve® N-Series Appli-

ance User Guide

Version 1.0
arcserve



Legal Notices

This Documentation, which includes embedded help systems and electronically distributed materials, (here-
inafter referred to as the “Documentation”) is for your informational purposes only and is subject to change or
withdrawal by Arcserve at any time. This Documentation is proprietary information of Arcserve and may not be
copied, transferred, reproduced, disclosed, modified or duplicated, in whole or in part, without the prior writ-
ten consent of Arcserve.

If you are a licensed user of the software product(s) addressed in the Documentation, you may print or oth-
erwise make available a reasonable number of copies of the Documentation for internal use by you and your
employees in connection with that software, provided that all Arcserve copyright notices and legends are
affixed to each reproduced copy.

The right to print or otherwise make available copies of the Documentation is limited to the period during
which the applicable license for such software remains in full force and effect. Should the license terminate
for any reason, it is your responsibility to certify in writing to Arcserve that all copies and partial copies of the
Documentation have been returned to Arcserve or destroyed.

TO THE EXTENT PERMITTED BY APPLICABLE LAW, ARCSERVE PROVIDES THIS DOCUMENTATION “AS IS”
WITHOUT WARRANTY OF ANY KIND, INCLUDING WITHOUT LIMITATION, ANY IMPLIED WARRANTIES OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR NONINFRINGEMENT. IN NO EVENT WILL
ARCSERVE BE LIABLE TO YOU OR ANY THIRD PARTY FOR ANY LOSS OR DAMAGE, DIRECT OR INDIRECT, FROM
THE USE OF THIS DOCUMENTATION, INCLUDING WITHOUT LIMITATION, LOST PROFITS, LOST INVESTMENT,
BUSINESS INTERRUPTION, GOODWILL, OR LOST DATA, EVEN IF ARCSERVE IS EXPRESSLY ADVISED IN
ADVANCE OF THE POSSIBILITY OF SUCH LOSS OR DAMAGE.

The use of any software product referenced in the Documentation is governed by the applicable license agree-
ment and such license agreement is not modified in any way by the terms of this notice.

The manufacturer of this Documentation is Arcserve.

Provided with “Restricted Rights.” Use, duplication or disclosure by the United States Government is subject to
the restrictions set forth in FAR Sections 12.212, 52.227-14, and 52.227-19(c)(1) - (2) and DFARS Section
252.227-7014(b)(3), as applicable, or their successors.

2022 Arcserve, including its affiliates and subsidiaries. All rights reserved. Any third party trademarks or
copyrights are the property of their respective owners.



Contact Arcserve Support

The Arcserve Support team offers a rich set of resources for resolving your tech-

nical issues and provides easy access to important product information.

Contact Support

With Arcserve Support:

You can get in direct touch with the same library of information that is shared
internally by our Arcserve Support experts. This site provides you with access to
our knowledge-base (KB) documents. From here you easily search for and find
the product-related KB articles which contain field-tested solutions for many
top issues and common problems.

You can use our Live Chat link to instantly launch a real-time conversation
between you and the Arcserve Support team. With Live Chat, you can get imme-
diate answers to your concerns and questions, while still maintaining access to
the product.

You can participate in the Arcserve Global User Community to ask and answer
questions, share tips and tricks, discuss best practices and participate in con-
versations with your peers.

You can open a support ticket. By opening a support ticket online, you can
expect a callback from one of our experts in the product area you are inquiring
about.

You can access other helpful resources appropriate for your Arcserve product.


http://www.arcserve.com/support
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Chapter 1: About Arcserve N-Series Appliance Docu-
mentation

Arcserve N-Series Appliance User Guide helps you understand how to use Arcserve

N-Series Appliance. To understand about Arcserve N-Series Appliance, see Intro-
duction. Rest of the sections help you install and use Arcserve Appliance.

This section contains the following topics:

LanguUage SUP PO 2

Product Documentation ... ... 3

Chapter 1: About Arcserve N-Series Appliance Documentation 1



Language Support

Language Support

A translated product (sometimes referred to as a localized product) includes local
language support for the user interface of the product, online help and other doc-
umentation, as well as local language default settings for date, time, currency, and
number formats.

This release is available only in English.
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Product Documentation

Product Documentation

For all Arcserve UDP related documentation, see Arcserve Documentation.

The Arcserve UDP Knowledge Center consists of the following documentation:

"= Arcserve UDP Solutions Guide

Provides detailed information on how to use the Arcserve UDP solution in a
centrally-managed Console environment. This guide includes such inform-
ation as how to install and configure the solution, how to protect and restore
your data, how to get reports, and how to manage Arcserve High Availability.
Procedures are centered around use of the Console and includes how to use
the various protection Plans.

"= Arcserve UDP Release Notes

Provides high-level description of the major features, system requirements,
known issues, documentation issues, and limitations of Arcserve Unified Data
Protection.

= Arcserve UDP Agent for Windows User Guide

Provides detailed information on how to use Arcserve UDP Agent in a Win-
dows operating system. This guide includes such information as how to install
and configure the agent and how to protect and restore your Windows nodes.

® Arcserve UDP Agent for Linux User Guide

Provides detailed information on how to use Arcserve UDP Agent in a Linux
operating system. This guide includes such information as how to install and
configure the agent and how to protect and restore your Linux nodes.
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Chapter 2: Introducing the Arcserve N-Series Appli-
ance

This section contains the following topics:

INErodUCHiON . 6
Safety PrecaulioNs ... 9
What is Not Included in the Box of Arcserve N-Series Appliance ............................ 10
Model N-Series 10
Ports Used by the Appliance .. ... 12
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Introduction

Introduction

Arcserve N-Series Appliance is the first complete and most cost-effective data pro-
tection appliance, featuring Assured Recovery™. Each Arcserve N-Series Appliance
is a self-contained, "set and forget" backup and recovery solution. Architected with
cloud-native capabilities, its unmatched ease of deployment and usability combine
with a broad set of features such as global source-based deduplication, multi-site
replication, tape support, and automated data recovery capabilities. The Arcserve
N-Series Appliance delivers unmatched operational agility and efficiency, and truly
simplifies disaster recovery activities.

Arcserve N-Series Appliance is fully integrated with the industry-leading Arcserve
Unified Data Protection software pre-installed in state-of-the art hardware. The
appliance provides a complete and integrated data protection solution for all users
to not only meet your current demands, but also the ever-changing backup,
archive, and disaster recovery (DR) requirements of the future.

Arcserve N-series appliance, a hyper-converged data protection solution delivers a
turnkey business continuity solution for modern enterprises, combining industry-
leading hyper-converged infrastructure, cutting-edge cyber-security, and trusted
backup and disaster recovery in a single cloud-scale DR solution. Arcserve N-series
appliance also delivers a secure cloud-scale disaster recovery for enterprises, pro-
tecting their critical IT infrastructure from downtime, data loss, and ransomware.

N series-Single solution combines hyper-converged data center solution, integrated
backup, and disaster recovery, integrated cyber-security and ransomware pro-
tection, assured recovery with SLA monitoring, for reliable recovery, cloud backup,
and disaster recovery.

Customers who purchased Arcserve N-Series Appliance are entitled to receive the
following software. For more information about how to install these software, see

the Deployment section.

® Arcserve UDP

® Arcserve Unified Data Protection Agent for Linux
® Nutanix AOS

® Nutanix AHV

® Sophos Intercept X

For more information about Appliance warranty, see Appliance Warranty.
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Introduction

Arcserve Unified Data Protection

The Arcserve UDP software is a comprehensive solution to protect complex IT envir-
onments. The solution protects your data residing in various types of nodes such as
Windows, Linux, and virtual machines on VMware ESX Servers or Microsoft Hyper-
V Servers. You can back up data to either a local machine or a recovery point
Server. A recovery point Server is a central Server where backups from multiple
sources are stored.

For more information about supported operating systems, see Compatibility
Matrix.

Arcserve UDP provides the following capabilities:
® Back up the data to deduplication/non-deduplication data stores on recovery
point Servers

® Back up recovery points to tape, using integration with Arcserve Backup
(which is also included within the appliance)

® Create virtual standby machines from backup data

" Replicate backup data to recovery point Servers and remote recovery point
Servers

® Restore backup data and performs Bare Metal Recovery (BMR)
® Copy selected data backup files to a secondary backup location

® Configure and manage Arcserve Full System High Availability (HA) for critical
Servers in your environment

Arcserve UDP replicates backup data that is saved as recovery points from one
Server to another recovery point Server. You can also create virtual machines from
the backup data that can act as standby machines when the source node fails. The
standby virtual machine is created by converting recovery points to VMware ESX or
Microsoft Hyper-V virtual machine format.

The Arcserve UDP solution provides integration with Arcserve High Availability.
After you create scenarios in Arcserve High Availability, you can then manage and
monitor your scenarios and perform operations like adding or deleting destination
machines.

For more information, see Arcserve UDP Solution Guide.
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Introduction

Arcserve Unified Data Protection Agent for Linux

Arcserve Unified Data Protection Agent for Linux is a disk-based backup product
that is designed for Linux operating systems. It provides a fast, simple, and reliable
way to protect and recover critical business information. Arcserve Unified Data Pro-
tection Agent for Linux tracks changes on a node at the block level and then backs
up only those changed blocks in an incremental process. As a result, it lets you per-
form frequent backups, reducing the size of each incremental backup (and the
backup window) and providing a more up-to-date backup. Arcserve Unified Data
Protection Agent for Linux also provides the capability to restore files or folders and
perform a bare metal recovery (BMR) from a single backup. You can store the
backup information either on a Network File System (NFS) share or in the Common
Internet File System (CIFS) share, in the backup source node.

The latest version of Arcserve Unified Data Protection Agent for Linux is pre-
installed in a virtual machine within the appliance. This virtual machine becomes
the Linux Backup Server. Arcserve Unified Data Protection Agent for Linux is
installed at the default installation path in the Arcserve N-Series Appliance.

When you open the Console, the Linux Backup Server is already added to the Con-
sole. The native host name of the Linux Backup Server is Linux-BackupSvr. However,
on the Console, the Linux Backup Server adopts the host name of the Appliance
with port 8018 configuration. The Linux Backup Server works behind NAT through
port direction. The Linux Backup Server uses port 8018 to communicate and trans-
fer data in the Arcserve N-Series Appliance.

Note: For more information about creating backup plans and restoring Linux
machines, see Arcserve UDP Agent for Linux User Guide.

The Linux Backup Server uses the following default login information:

® Username — root

" Ppassword — Arcserve

Note: We recommend to change the default password.
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Safety Precautions

Safety Precautions

For your safety, read and follow all the instructions before attempting to unpack,
connect, install, power on, or operate an Arcserve N-Series Appliance. Failure to
adhere to the safety precautions can result in personal injury, equipment damage,
or malfunction.

For more information about the safety precautions, see the Safety Precautions
Appendix.

Chapter 2: Introducing the Arcserve N-Series Appliance ¢



What is Not Included in the Box of Arcserve N-Series Appliance

What is Not Included in the Box of Arcserve N-Series

Appliance

The following items are not included in the box and may be needed for installation

and configuration of the appliance:

® Monitor

® Keyboard

® External Storage Device (if needed)

Model N-Series

Arcserve N-Series Appliance Specifications

Appliance N1200-|N1400-|N1600-
N1100-4
Model 4 4 4
Data Protection . .
Arcserve UDP Premium Edition Included
Software
Hyperconvergence
yp g Nutanix AOS for AHV Included
Platform
Cybersecurity Soft-

y ware y Sophos Intercept X Advanced for Server Included
Rack size per node| 2U -4 nodes built-in 1U 2U 2U
Minimum number

of nodes per 4 4 4 4
cluster

HDD per node 9.6 TB 32TB | 96TB 20TB

SSD per node 15.36 TB

RAM per node 512 GB | 384.GB | 384.GB | 384 GB

Networking per
node

Mellanox ConnectX-4 LX Dual Port 10/25GbE SFP28,
rNDC 406-BBLG

Processor per

Intel Xeon Silver 4214R 2.4G, 12C/24T, 9.6GT/s,

or/Failover Plan

node 16.5M Cache, Turbo, HT (100W) DDR4-2400 338-BVJX
Cores per node 24
Raw capacity per
100TB 189TB | 445TB | 540 TB
cluster
Usable capacity
40TB 80TB | 160TB | 240TB
per cluster
Drives per cluster 24 16 48 48
Replication Fact-
RF2 (N+1)
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Model N-Series

Scale-out Node (add-on)

Appliance
N1100* N1200 | N1400 | N1600
Model
Rack size per node| 2U -4 nodes built-in 1U 2U 2U
Number of nodes 4 1 1 1
HDD per node 9.6 TB 32TB | 96TB 20TB
SDD per node 15.36TB 15.35TB|15.36 TB|15.36 TB
RAM per node 512 GB 384 GB | 384 GB | 384 GB
Raw capacity per
100 TB 47TB | 111TB | 135TB
cluster
Usable capacity
40TB 25TB [ 50TB | 70TB

per cluster

Networking per
node

Mellanox ConnectX-4 LX Dual Port 10/25GbE SFP28,
rNDC 406-BBLG

Processor per
node

Intel Xeon Silver 4214R 2.4G, 12C/24T, 9.6GT/s,

16.5M Cache, Turbo, HT (100W) DDR4-2400 338-BVJX
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Ports Used by the Appliance

Ports Used by the Appliance

The following topics provide information about ports that are used by Arcserve
UDP, Arcserve Backup, and the Appliance for Linux Support:

® Arcserve UDP

= Appliance for Linux Support

12 Arcserve Appliance User Guide



Ports Used by the Appliance

Arcserve UDP

This section contains the following topics:
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Ports Used by the Appliance

Components Installed on Microsoft Windows

The following ports are required for backup and other jobs when you have a LAN envir-
onment:

Port
#

Por-
t

Typ-

e

Ini-
tiated
by

Listening Process

Description

1433

TCP

Remote
Java

sqlsrvr.exe

Specifies the
default com-
munication
port between
the Arcserve
UDP console
and Microsoft
SQL Server
databases
when they
reside on dif-
ferent com-
puters.

Note: You can
modify the
default com-
munication
port when
installing SQL
Server.

4090

TCP

Arcserve
ubP
Agent

HATransServer.exe

Transfers data
for Virtual
Standby tasks
in the proxy
mode.

500-

5060

TCP

Arcserve
uDP
Server

GDDServer.exe

Reserved for
Arcserve UDP
RPS Global
Deduplication
Data Store Ser
vice (GDD).
One Arcserve
UDP GDD data
store will use
3 free ports
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Ports Used by the Appliance

that start
from 5000. It
is needed
when the data
store with
GDD is
enabled for
backup or the
restore task is
used.

Com-
munication
that lets the
Arcserve UDP
Arcserve o . Console and
CA.ARCserve.CommunicationFoundation.
6052 |TCP |Backup ) . the Arcserve
WindowsService.exe
GDB Backup Global
Dashboard
Primary
Server syn-

chronize data.

Com-
munication
that lets the
Arcserve UDP
Arcserve|CA.ARCserve.Com- Console and
Backup [municationFoundation.WindowsService.exe the Arcserve
Backup

6054 [TCP

Primary
Server syn-
chronize data.

To shut down
Tomcat that is
8006 used by the
Arcserve UDP
console.

Specifies the
default
HTTP/HTTPS
Arcserve com-

8014 |TCP [UDP Tomcat7.exe munication
Console port between
remote man-
agement con-
soles and the

Chapter 2: Infroducing the Arcserve N-Series Appliance 15



Ports Used by the Appliance

Arcserve UDP
Server.

Specifies the
default
HTTP/HTTPS
com-
munication
port between
remote man-
agement con-
soles and the
Arcserve UDP
Agent.

Note: You can
modify the
default com-
munication
port when
you install the
Arcserve UDP
components.

Arcserve
8014 [TCP |UDP
Server

httpd.exe

Specifies the
default
HTTP/HTTPS
com-
munication
port between
the Arcserve
UDP Server
and Arcserve
UDP consoles.

*Specifies the
default shared
port and the
only port you
must open
when you use
the Arcserve
UDP Server as
the replication
destination.
Do not open
ports 5000-
5060 which
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Ports Used by the Appliance

are used by
data stores
that have
global dedu-
plication
enabled.

Note: You can
modify the
default com-
munication
port when
you install the
Arcserve UDP
components.

Specifies the
default
HTTP/HTTPS
com-
munication
port between
remote man-
agement con-
soles and the
Arcserve UDP

Server.
Specifies the
default
HTTP/HTTPS
Arcserve
com-
8015 |TCP |UDP Tomcat7.exe o
munication
Console

port between
remote man-
agement con-
soles and the
Arcserve UDP
Agent.

Note: You can
modify the
default com-
munication
port when
you install the
Arcserve UDP
components.
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Ports Used by the Appliance

8016

TCP

Arcserve
uUDP
Server

Tomcat7.exe

Reserved for
Arcserve UDP
Server Web
Services to
communicate
with the Arc-
serve UDP RPS
Port Sharing
Service on the
same Server.

Note: The
port cannot
be cus-
tomized and
can be
ignored for
the firewall
setting.

1800+

CA.ARCserve.CommunicationFoundation.

WindowsService.exe

To shutdown
Tomcat that is
used by the
Arcserve UDP
Server or
Agent.
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Ports Used by the Appliance

Components Installed on Linux

The following ports are required for backup and other jobs when you have a LAN envir-
onment:

Port Initiated

4 Port Type b Listening Process Description
y

Arcserve UDP Linux third
party dependency. Spe-
cifies the default for SSH
SSH ser- service, however, you
22 TCP . i .
vice can change this port. This
port is required for both
incoming and outgoing
communications.
Used for the PXE boot
Server. Only required if
the user wants to use the
Arcserve PXE boot feature. This
67 ubP ) bootpd . . .
UDP Linux port is required for incomt

ing communications.

Note: The port number
cannot be customized.
Used for the PXE boot
Server. Only required if
the user wants to use the
Arcserve PXE boot feature. This

69 ubP . tffpd . . .
UDP Linux port is required for incomt

ing communications.

Note: The port number
cannot be customized.

Specifies the default
HTTP/HTTPS com-
munication ports
between the remote con-
Arcserve
8014 |TCP . Java soles and the Arcserve
UDP Linux . .
UDP agent for Linux. This
port is required for both
incoming and outgoing
communications.

Used by Tomcat, can be
Arcserve

18005 [TCP . Java ignored for firewall set-
UDP Linux

tings.
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Ports Used by the Appliance

Node Protected by UDP Linux Remotely

The following port is required for backup and other jobs when you have a LAN envir-

onment:

Port |Port |Initiated [Listening L
Description

# Type |by Process
Arcserve UDP Linux 3rd party dependency. Specifies

27 SSH ser- the default for the SSH service, however, you can

vice change this port. This port is required for both incom-

ing and outgoing communications.

*Port sharing is supported for replication jobs. All data on different ports can be forwarded
to port 8014 (default port for the Arcserve UDP Server, which can be modified during install-
ation). When a replication job runs between two recovery point Servers across WAN, only
port 8014 needs to be opened.

Similarly, for remote replications, the Remote administrator needs to open or forward port
8014 (for data replication) and port 8015 (default port for the Arcserve UDP console, which
can be modified during installation) for local recovery point Servers to obtain the assigned

replication plan.
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Ports Used by the Appliance

Appliance for Linux Support

The following ports are required for backup and other jobs when you have a LAN envir-
onment:

Port [Port|Initiated|Listening

Description
# |Type| by Process

NAT port redirection, redirects 8017 on appliance
8017 | TCP to the Linux backup server in order to backup other
Linux node to Amazon S3.

NAT port redirection, redirects 8018 on appliance

8018 | TCP
to the Linux Backup Server Agent port 8014.

NAT port redirection, redirects 8019 on appliance

8019 | TCP
to the Linux Backup Server SSH port 22.

NAT port redirection, redirects 8021 on appliance
8021 | TCP to Linux backup server to backup other Linux node
using 8021 port.

NAT port redirection, redirects 8036 on appliance

8036 | TCP
to the Linux Backup Server port 8036.

NAT port redirection, redirects 50000 on appliance
50000| TCP to Linux backup server in order to backup other
Linux node to cloud using 50000 port.

NAT port redirection, redirects 50001 on appliance
50001| TCP to Linux backup server in order to backup other
Linux node to cloud using 50001 port.

NAT port redirection, redirects 50002 on appliance
50002| TCP to Linux backup server in order to backup other
Linux node to cloud using 50002 port.

NAT port redirection, redirects 50003 on appliance
50003| TCP to Linux backup server in order to backup other
Linux node to cloud using 50003 port.

NAT port redirection, redirects 50004 on appliance
50004| TCP to Linux backup server in order to backup other
Linux node to cloud using 50004 port.
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Chapter 3: Installing the Arcserve N-Series Appliance

The appliance is intended for installation in restricted areas only. Only qualified per-
sonnel should perform initial setup and maintenance. For the complete installation
process of Arcserve N-Series appliance, see the following:

® Appliance N Series Installation - Large Node

® Appliance N Series Installation - Medium Node

= Appliance N Series Installation - Small Node

Chapter 3: Installing the Arcserve N-Series Appliance 22
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Chapter 4: Deploying the Arcserve N-series Appliance
This section provides information about how to deploy the Arcserve N-series appli-
ance.

Follow these steps:

1. Unpack the Nutanix nodes.
2. Mount the node in a rack.
Notes:

® For more information about how to unpack and mount the N-Series
Appliance into a rack, see the following hardware installation guides:

+ |nstallation Guide for Large Node

+ |nstallation Guide for Medium Node

+ |nstallation Guide for Small Node

® For more information about how to unpack and mount the block into a
rack, see Dell support website.

3. Connect each node to the ethernet network through a network switch.

For more information about how to connect each node to a network switch,
see Connecting the Nodes.

4. Power-on the nodes. Once the power is switched on, each node will get an
IP address automatically if the DHCP server is accessible to the nodes. If
the DHCP server is not available, manually assign the static IP address to
each node.

5. Install Nutanix foundation-5.1.1-Windows software on the VM in the same
subnet where the Nutanix blocks or nodes are connected. To download the
Nutanix foundation-5.1.1-Windows software, click here.

Form a Mine Cluster with AHV as the hypervisor.
Create a Nutanix Object Store.

Upload the bootstrap VM Disk image and Windows 2019 ISO image.

R

Create a bootstrap VM.

10. Deploy Nutanix Mine.

ReVIEW PrereqUISIteS ... 26
How to Connect to NOdes ... . il 27
How to Form a Nutanix Cluster ... ... . . 28
How to Configure Cluster Details from Prism Element .. ... ... ... .............. 37
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Review Prerequisites

Review Prerequisites

Verify that you have completed the following prerequisite tasks:

® Assigned the DNS Server for UDP Console and UDP LBS hostname resolution.

® Assigned the DHCP server for dynamic IP address assignment for UDP Con-
sole and UDP LBS.

For Cluster Formation

® Nutanix foundation-5.1.1-Windows software is installed on the VM.
" Must have 18 Static or DHCP reserved IP addresses.

® Make sure to have Current Network Subnet IP and Gateway IP to discover the
Nutanix nodes.

" Windows 2019 VM is installed in the same subnet as Nutanix Cluster con-
nected.

For Object Store Deployment

® QObject Network Switch is created.

" Must have 17 static or DHCP IP addresses.
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How to Connect to Nodes

After installing the blocks in a rack, connect the nodes to a network through a net-
work switch and then power-on the nodes. This section provides information about
how to connect to nodes through a network switch.

Note: All the ports on the network must be in the same VLAN.

Follow these steps:

1. Connect the iDRAC port and data-only port, which are on the node to a net-
work switch.

2. Connect the 1 GbE port on your device to the network switch data port.

3. Plug in the power cables, and then press the power button on the control
panel for each node.

4. To verify whether each node is powered on, check the LED lights.

The nodes are connected to a network switch successfully.
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How to Form a Nutanix Cluster

Start the cluster formation using the Nutanix foundation-5.1.1-Windows software
deployed on the VM in the same subnet where the Nutanix blocks, or nodes are con-
nected. This section provides information about how to form a Nutanix cluster.

Follow these steps:
1. Open any browser, type the following URL in the address bar, and then
press Enter to discover the Nutanix nodes.
http://localhost:8000

The Nutanix Installer page appears with nodes in the specified subnet dis-
covered and listed.

2. On the Start page, follow the instructions given in sequence. Select the
appropriate input as needed, enter the following details, and then click
Next:

" Netmask of Every Host and CVM: Enter the netmask subnet of the Con-
troller VM and hypervisor.

" Gateway of Every Host and CVM: Enter the IP address of the gateway
that a Controller VM and a hypervisor should use.

" Netmask of Every IPMI: Enter the netmask of the IPMI subnet.

" Gateway of Every IPMI: Enter the IP address of the gateway for the
IPMI subnet.
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2 Mutanix Installer ® =+

L @ localhostB000 gulmnda html -

Welcome to Nutanix Installer.
1. If you have used install.nuganix com. import the configuration fike,
2. Select your hardware platfoim:. Autodstect h

3. Connact this mstallar to each node's IPMI part {f po |zast one other part

4, Do you want ROMA passshrough tothe Cvks? & Mo O Yes

5. Wnat type of LAGS will your production switch have? @ None O Static O Dynamic (LACP)

&. To assign a VLAN fo host/CWiMs, enter the tag

7. Mutani requires all hoEts and OV of & Cluster 1o have static IPS in the same subnet. Pick & subnet

£. Pick a some or different subnet for the IPMIS as well, unless you want them to b

2. Doubke-check this installers networking Setun

3. Onthe Nodes page, select the nodes that you want to add to the Nutanix
cluster, and then click Next.
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2 Mutanix Installer =+

L @ localhostE000 guiindexhi -

& FAFAHGE3 Mone ZCEATFSONRG0C HTMX-IWF4HG3-4

Notes:

" Nodes that are part of other clusters also get listed but cannot be selec-
ted.

= All the 12 IP addresses (IPMI, host, and CVM) must be from the same
subnet as the Nutanix cluster.

" To remove the unselected nodes, click the Tools drop-down list on the
top-right corner, and then click Remove Unselected Rows.

4. On the Cluster page, do the following, and then click Next:
® Cluster Name: Type a name for the cluster.

® Timezone of Every CVM: From the drop-down list, select the appro-
priate time zone.

® Cluster Virtual IP (Optional): Enter the virtual IP address of the
cluster.

" NTP Servers of Every CVM: Enter a list of NTP server IP addresses or
domain names separated by commas. This is mandatory for Object
Store creation.
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Note: For more information about NTP server recommendations, see
Nutanix documentation.

" DNS Servers of Every CVM and Host (Optional): Enter a list of DNS
server |IP addresses separated by commas. This field is required only if
you have specified the NTP server as its domain name.

® vRAM Allocation for Every CVM, in Gigabytes: Enter the RAM in Giga-
bytes to be allocated to each CVM. Alternately, leave the
VRAM Allocation for Every CVM, in Gigabytes field blank for the system
to allocate the recommended defaults.

Note: The cluster redundancy factor is selected by default based on the
number of nodes selected.

3. Cluster 4 ADS

A cluster will be formed out of nodes selected on Page 2. Enter the cluster settings

Skip avtomatic cluster formation (e.g. you will use command-line)

Enable CVM Metwork Segmentation

O.us.pool.ntp.org, 1.us pool.ntp.ong, 2 us.peolntp.org, 3.us pocinip.org

< Prev Reset - Progress Page - Foundation 511 | Platforms 2.9

The AOS page appears and displays a table with a list of existing AOS versions
for each node.

5. On the AOS page, to view the AOS version installed on each node, click the
View existing AOS version of each node.. link, and then click Next.

Notes:
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How to Form a Nutanix Cluster

® Nutanix recommends using the latest version of AOS that is suitable to
your model.

® Make sure all the blocks in a node run on the same version of AOS. If
the blocks are running on different versions, upgrade all nodes to the
same version.

" |f you want to install the different AOS versions, click the unless you
want it link.

Mutanix requires that all CVMs of a cluster run the same version of an operating system called AQS
Your nodes already run the same AQS version, 5o we will skip ADS installation. uni¢
;.25 0.
A 5.2
3853
A 5.2
IWF3HE!
& E

>
o

The Hypervisor page appears and displays a table with a list of AHV ISO
images.

Important! By default, N-Series Appliance nodes are shipped with Arc-
serve supported Factory-imaged AOS and AHV version.

6. On the Hypervisor page, to view the hypervisor installed on each node or to
select the nodes that you want to use for storage, click the View existing
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hypervisor of each node, or select storage nodes.. link, and then click
Next.
Notes:

® Make sure all the nodes in a cluster run on the same version of Hyper-
visor. If the nodes are running on different versions of Hypervisor,
upgrade all nodes to the same version.

" If you want to install different hypervisor versions, click the unless you

want it link.

v Wil Bl hyseereisor install

The IPMI page appears and displays a table with a list of selected nodes and
prompts you to provide the credentials for each node.

7. Onthe IPMI page, to start the cluster creation, provide the IPMI credentials
(for example, Username: root and Password: calvin), and then click Start.

Notes:
® If no node is added manually or converted to manual node, the IPMI
credentials are not required. Otherwise, you may need to verify your
credentials again.
" The IPMI credentials are also not needed when the Foundation installer

is running inside a CVM.
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2 Mutanix Installer ® +

L & @ localhostB000 guifinds htm a

This page ik net applicalile in yoaur cose, No sttion is needed, Chek St below 15 proceed

o whe Th Mo

Erer ihe existing IFMI credengials, Fasswan

s won't be stored anypwhere, far secwity Tools «

Moo USERHENE

A pop-up dialog appears asking you to make sure your workstation device
does not go into sleep during installation.

8. Click Proceed to confirm.

Before we start Installation, one last thing: make
sure this Installer won't go to sleep during the
Installation because of Inactivity

The cluster formation process starts, and the following screen is displayed:
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2 Mutanix Installer = +

“ & @ localhostB000 guifindehtm a 1

Installation in prograss

Nade Progrds

Bl opmrasom compeied mtemafiy

Al oparaton comgiaed successtully

& openrions compieied successiuly
1ol opernm: compmted pcoes iy
Clusrer Farmation Progress W
CLUSTER HEME PRIRESS L
EPLAIMI el ) Copyirg hyperaser o e ol nades far e we

9. After the installation process completes successfully, do the following:

" To save all the log files, download the bundle file, which contains all
the log files. To download the bundle file, click Download Log Bundle.

® To open the Prism Element Ul, click the Click here link on the Cluster
Formation Progress section.

The Prism Element login screen appears.
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3T Nutanix Instaler * +

&« & @ localhostB000 guifindehtm

Installatien finishad.

Hade Pragress Dawniaad Log Buncle

Ml opmrsnms compieted successfuly
Bl e compted succssstaly
£l cperasons compamed successialy

Ml opmrsnms compieted successfuly

Clissnar Farmation Progress W

CLUSTER HANE PROGRESS

EPLADMIaC2 our cheslias B b Click Inbre 16 6204655 1

Note: If the cluster formation fails, download the logs and contact Arcserve

Support.
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How to Configure Cluster Details from Prism Element

How to Configure Cluster Details from Prism Element

This section provides information about how to configure cluster details from Prism
Element.

Note: To configure a cluster, a minimum of 2 IP addresses are required.

Follow these steps:

1. Log into the Prism Element web console as an admin user using the fol-
lowing credentials:

" Username: admin

® password: Nutanix/4u

As soon as you login for the first time, you are prompted to change your pass-
word.

2. Enter a new password, re-enter the password to confirm, and then press
Enter or click the right arrow icon.
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PRI

Create a new password for the cluster admin,

admin

— 5

Mote: When you change the admin user password, update any applications
and scripts using the admin user credentials for authentication. Nutanix
recommends that you create a user assigned with the admin role instead of
using the admin user for authentication. The Prism Web Console Guide
describes authentication and roles.

After the password is changed successfully, the new password gets syn-
chronized across all the interfaces and Controller VMs.

3. Login again with the updated credentials.

The Nutanix End User License Agreement (EULA) and Terms of Use screen
appears.

4. On the Nutanix End User License Agreement (EULA) and Terms of Use
screen, do the following:

a. Read the license agreement carefully.

b. Enter the appropriate information in the Name, Company, and Job
Title fields as needed.

c. Select the I have read and agree to the terms and conditions check
box.

d. Click Accept.
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Nutanix End User License Agreement (EULA) and Terms of Use

IT & Procurement Manager

Dacline

The Pulse will be enabled screen appears.

Pulse will be enabled

Pulse continuously monitors cluster health and periodically sends machine data
to Nutanix’s cloud based analytics engine. It automatically takes action when a
problem has occurred, or is about to occur.

Nutanix strongly recommends not disabling this feature to improve your support
experience in the event of a failure or critical system issue.

B Disable Pulse (not recommended)

5. On the Pulse will be enabled screen, click Continue.
Note: Nutanix does not recommend that you disable Pulse.

The Prism Element dashboard opens.
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Hyperdsor Summary Prism Central Clusterwide Controller KOFS QIoPs Health Critkcal Aderis
Mot negistered 1o Prism
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How to Create Network Switch for Cluster Formation

This section provides information about how to create a network switch for cluster
formation.

Follow these steps:

1. Log into the Prism Central web console.

2. Click the settings icon on the top-right corner, and then select Network
Configuration.

Cludterwide Contrcller IOPS 0 10PS. Heiamh Critical Aldets

=
2
L2

Shodaga Summary & Logeal = Cluster-wide Contreller IO BAW 0B w1
FA79 TS okl Space
]
WM Summary Chusier-wide Conrclier Laiency O s Dava Aesibaray Stnus Warning Aleris
4 4
o
iy o
o
Hatwiais SUmmBn Cluater CPU Usags Chuater Mamany Us. 1. A Eweits
4 4 xcroe22econs 6.44 22.89 e 10

3. On the Network Configuration page, click Create Network.
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Metwork Configuration

MNatearks VTV | T TE Wietual Swanch

The Create Network page is displayed.
4. On the Create Network page, do the following:
" Network Name: Type a name for the network.
Note: The Virtual Switch is selected by default.

® VLAN ID: Specify the VLAN number. Enter a number between 1 and 27
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or O for the native VLAN.

Create Network

Settings
Robo o
V-Mer
R part
Ug e
il
e Clo
P c al Rogistin Erablie I address manageman
Pulk:
Ra
HTTE Preoy
Mame Sorver

Matwnek Configueation
Metwork Swisch

HTF Sorvors

5. Click Save.

The network switch is created, and the newly created switch is listed in the
Networks tab of the Network Configuration page.

43 Arcserve Appliance User Guide



How to Create Network Switch for Object Store

How to Create Network Switch for Object Store

This section provides information about how to create a network switch for the
object store.

Follow these steps:

1. Log into the Prism Central web console.

2. Click the settings icon on the top-right corner, and then select Network
Configuration.

3. On the Network Configuration page, click + Create Network.

4. On the Create Network page, do the following:
" Network Name: Type a name for the network.
Note: The Virtual Switch is selected by default.

" VLAN ID: Specify the same VLAN number that is used during the cluster
formation.

" Enable IP address management: To have the cluster control IP address-
ing in the network, select the Enable IP address management check
box. When selected, the following fields are displayed:

+ Network IP Address/Prefix Length: Enter the gateway IP
address for the network prefixed with the network prefix.

+ Gateway IP Address: Enter the default VLAN gateway IP address.
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Note: If you did not select the Enable IP address management
check box, you cannot enable or disable the IP address man-
agement (IPAM).

Create Network

B Enable P address management

® Configure Domain Settings: To configure domain settings, select the
Configure Domain Settings check box. When selected, the following
fields are displayed:

*

Domain Name Servers (Comma Separated): Specify a list of
DNS servers separated by commas.

Domain Search (Comma Separated): Specify a list of domains
separated by commas.

Domain Name: Type a name for the VLAN domain.

TFTP Server Name: Specify the name of TFTP server from which
the virtual machine downloads a boot file.

Boot File Name: Specify the name of the boot file downloaded
from the TFTP server.

5. To specify the range of IP addresses that can be automatically assigned to
the virtual NICs, under IP Address Pools, click + Create Pool.
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+ Croate Pool

6. Onthe Add IP Pool page, do the following, and then click Submit:
® Start Address: Enter the starting IP address of the range.

" End Address: Enter the ending IP address of the range.

#Add IP Pool

7. To configure a DHCP server, select the Override DHCP server check box,
and then specify an IP address in the DHCP Server IP Address field. If the

check box is not selected, the DHCP server IP address is automatically gen-
erated.

B Owverride DHCP server

Can

8. Click Save.
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The Network switch is created successfully for Object Store.
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How to Configure Nutanix Cluster Data Services IP
Address

After the network switch is created for the Object Store, configure the data services
IP address for Nutanix Cluster. Nutanix allows external access to cluster storage
through the IP address of ISCSI data services. This section provides information
about how to configure the data services IP address for Nutanix Cluster.

Follow these steps:

1. On the Prism Central home page, click the cluster name.

Hyparvisor Summarny Cluster-wide Controller IOPS G IOPS Health Critical Aens
o Pris
AHV n
Starage Summary a Logical « Cluster-wide Coniralier 10 BV O KBas - .
15171 Tl Total Space
.0 ']
.0 ']
W Summary Chuster-wide Controdier Latency O ms Data Resiliency Status Waming Alerts
4 4
[
a
. L]
Hardware Summary Chuster CPU Lisags Cluster Memary Usa infa flsrts Ev

4 4 rebeascon 6.44+ 22.89- Fonre oon Node

The Cluster Details dialog appears.
2. On the Cluster Details dialog, do the following:
® Cluster Name: (Optional) Type a name for the cluster.
® |ISCSI Data Services IP: Enter the IP address of ISCSI Data Services.

Important! Make sure the data services IP address is correct oth-
erwise, all storage become unavailable for File Server and Nutanix
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volumes.

Cluster Details

EPLABMineC2

Retain Deleted VMs

3. Click Save.

A confirmation message appears asking whether you want to proceed with

updating the cluster and change the ISCSI Data Services IP.

4. Click Yes to confirm.

The ISCSI Data Services IP address is configured successfully.
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How to Deploy Prism Central VM for Cluster

This section provides information about how to deploy Prism Central VM for the
cluster.

Important! To download the Prism Central image from the Nutanix support portal,
make sure the cluster has an Internet connectivity. When the cluster does not have
Internet connectivity, no entries appear on the Installation Image screen.

Follow these steps:

1. Log into the Prism Element web console.

2. On the Prism Element home page, under Prism Central widget, click
Register or create new.

3. Onthe Prism Element dialog, to deploy a new Prism Central instance, click
Deploy.

Prism Central ? *

Select between an existing connection or deploying a new Prism Centra

| want to deploy a new Prism Central instance

| don't have Prism Central or want to deploy a new cne

| already have a Prism Central instance deployed

MNutanix recommends connecting this cluster to it

Close

4. On the Installation Image screen, select the pc.2022.1 version of image,
and then click Download.
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Prism Central ? b4

Installation Image

Available versions Show compatible versions
pc.2022.1 Download
pc.2021.3.01 Download
pc.2021.3 Download

Upload installation binary

m Central binary instead of downloading from the

Back Cancel

5. On the deploy screen, do one of the following:

" To deploy a single-VM instance of Prism Central, click Deploy 1-VM
PC.

" To deploy a Scale-Out-VM instance of Prism Central, click Deploy 3-
VM PC.

Note: It is recommended to select 1-VM instance to avoid main-
tenance cost.
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Prism Central ? x

Prism Central is composed of 1 or more Virtual Machines that allow you X
to monitor, manage, and automate one or more clusters.

Scale-Out SingleVM

Prism Central Cluster Prism Central

Capacity: Supports 5k to 25k Capacity: Supports 2.5k to 12.5k
VMs VMs

Added resiliency: RF2 Default resiliency

Minimum memory required: 78 Minimum memory required: 26
GB GB

Deploy 3-VM PC Deploy 1-VM PC

Back Cancel

6. Do the following:
a. Under General Configuration, do the following:
®" VM Name: Type a name for the Prism Central VM.

® Select a Container: From the drop-down list, select a container
for the Prism Central VM.

General Configuration

VM Name
Prism Central

Select A Container

default-container-94020023397812 v

b. Under VM Size, select the size of VM based on the number of guest
VMs it must manage across all the registered clusters.

Or
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Click the SMALL option.

VM Sizing

© SMALL - (UP TO 2,500

LARGE

500

c. Under Network Config, do the following:

® AHV Network: The AHV network is selected by default.

" |P Address: Enter the static IP address for Prism Central VM.

= Subnet Mask: Enter the IP address of subnet mask.

" Default Gateway: Enter the IP address for gateway.

" DNS Address(es): Enter the IP address for one or more DNS serv-

ers separated by commas.

Network Config

AHV-Network

Back Close
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7. If all the entered details are correct, click Deploy.

The deployment process begins, and the Prism Central widget shows Deploying
until the deployment process completes.

Note: After successfully deploying the Prism Central VM, log into the Prism Central
VM using the IP provided previously during the deployment process, and then
change the default password before registering the Prism Central VM in the Prism
Element. For more information about how to change the default password, see
How to Change the Default Password for the Prism Central VM.
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How to Change the Default Password for Prism Cen-
tral VM

This section provides information about how to change the default password for
Prism Central VM.

Follow these steps:

1. Log into the Prism Central VM as an admin user using the following cre-
dentials:

" Username: admin

® password: Nutanix/4u

As soon as you login for the first time, you are prompted to change your pass-
word.

2. Enter a new password, re-enter the password to confirm, and then press
Enter or click the right-arrow icon.
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PRI

Create a new password for the cluster admin,

admin

— 5

Mote: When you change the admin user password, update any applications
and scripts using the admin user credentials for authentication. Nutanix
recommends that you create a u ssigned with the admin role instead of

ng the admin user for authentication. The Prism Web Console Guide
describes authentication and roles.

After the password is changed successfully, the new password gets syn-
chronized across all the interfaces and Controller VMs.

3. Login again with the updated credentials.

The Nutanix End User License Agreement (EULA) and Terms of Use screen
appears.

4. On the Nutanix End User License Agreement (EULA) and Terms of Use
screen, do the following:

a. Read the license agreement carefully.

b. Enter the appropriate information in the Name, Company, and Job
Title fields as needed.

c. Select the I have read and agree to the terms and conditions check
box.

d. Click Accept.

Chapter 4: Deploying the Arcserve N-series Appliance 56



How to Change the Default Password for Prism Central VM

Nutanix End User License Agreement (EULA) and Terms of Use

IT & Procurement Manager

Dacline

The Pulse will be enabled screen appears.

Pulse will be enabled

Pulse continuously monitors cluster health and periodically sends machine data
to Nutanix’s cloud based analytics engine. It automatically takes action when a
problem has occurred, or is about to occur.

Nutanix strongly recommends not disabling this feature to improve your support
experience in the event of a failure or critical system issue.

B Disable Pulse (not recommended)

5. On the Pulse will be enabled screen, click Continue.
Note: Nutanix does not recommend that you disable Pulse.

The Prism Central dashboard opens.
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How to Register the Prism Central VM for Cluster

This section provides information about how to register the Prism Central VM for
cluster.

Follow these steps:

1. Log into the Prism Element web console.
2. Toregister the Prism Central VM, do one of the following:

® On the Prism Central home page, under Prism Central widget, click
Register or create new.

EPLABMIneC2 - A9 O08-

Hyperdsor Summary Prism Ceritral Cluster-wide Contraller I0PS QP Huealth

Mot registered to Prism
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78 TR okl Spece

VM Summarny Clusterwide Cantraller Lakency Oms Coata Resiliency S1atus
b Yort
a
4 o
VIS 4]
L]

Hardwase Sumemany Cluster CPU Usage Cluster Mamony Usa__.
4 4 (C740x12-24 CORE 6.44- 22.89+

HOSTS

® Click the settings icon on the top-right corner, and then select Prism
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Central Registration.

Settings

Setup

Connect to Cltrix Cloud

Prism Central Registration

Pulse

Rack Configuration

User and Rolos
Authentication
Local User Management

Rode Mapping

General

Cluster Datalls
Configure CVM
Convert Cluster
Expand Cluster

Image Configuration

Prism Central

| wiant to déploy a néw Prigm Central instance

| already have a Prism Central instance deployed

Clasa

3. On the Prism Central dialog, click Connect.

Prism Central

| want to deploy a new Prism Central instance

don't have Prism Central or want to deploy a new ane

| already have a Prism Central instance deployed

=]

A screen appears displaying the services that are available on Prism Element

and Prism Central.

4. Review the message, and then click Next.
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Prism Centra ? b
Once the L on IS compil vera an € f L | X
R Only mod N Pri Element but L n P
Cent
Cluster v w
Unregistratior By scripts only By scripts only
Self-Service b4 «

BaCk Cﬂﬁcc.l m

5. On the connection screen, do the following:
® Prism Central IP/FQDN: Enter the IP address of Prism Central VM.
® Port: Enter the port number. The default port number is 9440.
® Username: Type admin as Prism Central user name.
® Password: Type a password for the Prism Central user name.

Note: Change the Prism Central password before you register the
Prism Central VM. The default Prism Central password is Nutanix/4u.

Connect to an existing Prism Central instance

6. Click Connect.
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The Nutanix cluster is registered successfully on the specified Prism Central
VM and allows the flow of information between cluster and Prism Central.

7. Tolaunch the Prism Central web console in your browser, on the Prism Cen-

tral widget, click OK.

Critical Alarts

Hypervitar Summary Prigen Centeal Chunter-wide Cortrolier 100, HioPs Hpan
AHY an
o BITAd A
Shoi B0 SLmmany Logkcal ~ Ehaterwide Controller 10 B BT Kl o -
35153 T8 Totad Spuce ’
I L]
-
VM Sy Chsidirwide Controllér Latbncy 296 = Dats B ¥ 5 Wning Aty
5
5 o
! o
]
Hardwaes Summany H uster CPU Usage Chpiter Mamony Uia rdo lilerty £
4 4 WCT7A0xd2-24 CORE 911 26.35 Node 17
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How to Update NTP Server in Prism Central

Before deploying Object Store services, the NTP Server details (host name or IP
address) must be provided in Prism Central. This section provides information
about how to update the NTP server details in Prism Central.

Follow these steps:

1. Log into the Prism Central web console.
2. Navigate to Dashboard > Settings > NTP Servers.
The NTP Servers dialog opens.

3. Onthe NTP Servers dialog, enter the host name or IP address of the NTP
server, and then click + Add.

NTP Servers 2
i "".I'||III' ane oF m -’ --I P CRMVEIS |" t %, 'I.|:: ilw-l"
0 use. Servers that have been configured are
displayed below.
+ Add
O.us pool.ntp.org *
lus.pool.ntp.org *
2.us, pool.ntporg b4
J.us.pool.ntporg x

The NTP Server details are added to the Prism Central.
Note: To avoid the time out error due to single NTP server, add the following NTP
servers as alternatives under Prism Element and Prism Central:

® Q.us.pool.ntp.org

® 1.us.pool.ntp.org

® 2.us.pool.ntp.org

® 3.us.pool.ntp.org
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How to Deploy Nutanix Object Store

This section contains the following topics:

Review the PrereqUISites ... ... e

Deploying the Nutanix Object Store ... ... . ...

63 Arcserve Appliance User Guide



How to Deploy Nutanix Object Store

Review the Prerequisites

Before running Objects, verify that you have completed the following prerequisite

tasks:

For online deployment, make sure that you have an internet connectivity for
both Prism Element and Prism Central.

Domain Name Servers (DNS) are configured on Prism Element and Prism Cen-
tral.

Network Time Protocol (NTP) servers are configured on Prism Element and
Prism Central.

Virtual IP address and the data services IP address are set up on the Prism Ele-
ment where you deploy the Objects.

For AHV, make sure the VLANSs required for Object Store Services and access-
ing the Object Store endpoints are configured on Prism Element correctly.
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Deploying the Nutanix Object Store

UDP requires Object Store to create a bucket and convert existing datastore into
Object Store to store Backed-up data using RPS store functionality. This section
provides information about how to deploy the Nutanix Object Store.

Follow these steps:

1. Log into the Prism Central web console.

2. Navigate to Dashboard > Services > Objects.

Bierty 24 1 Coumyies Chach Acconn Chsytes Bhoemge Chter Ladecy

[Pl lery] [

EPLANM ol

b By Lhage T Couriter S Uiigh i Cogmdy piy WS I Ehapinr Byrrerny

LT B i A Lk

ey [ B Marope Cufnueson R Qi ruad3 * A Wk Dt Dwsainy 1

3. Click Enable.

Dijects Prism

The Enable Service dialog appears.
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4. On the Enable Service dialog, click Enable.

Enable Service

Note: Object Store Services are enabled only once.

5. Onthe Welcome to Objects! screen, click Next.

Welcome to Objects!

u Proriqpsfied Criabi

ol P 1 chedte an Oject Stoeg

Dovwnload Creation Checkist

wContor Registration [for ESX0 Users)

6. On the Object Store page, click Create Object Store.

There are no Object Siores available.
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7. On the Create Object Stores: Pre-Requisites dialog, click Continue if you
have met the given prerequisites.

Create Object Stores: Pre-Requisites

Before creating an Object Store, make sure that your environment meeal the
following prerequisites, depending on which cluster you deploy your object
store on

AHY Cluster

ESXI Cluster

8. On the Create Object Store screen, do the following:
a. Onthe Object Store Details page, do the following, and then click Next:
® Object Store Name: Type a name for the Object Store.

Note: You cannot change the Object Store name once the object
store is created.

®" Domain: Enter the domain for reference.

® Cluster: From the drop-down list, select the cluster on which you
want to deploy the object store.

" Worker Nodes: Add the number of worker nodes.
Notes:

+ The configured worker nodes must not exceed the worker
nodes of the cluster.

+ A minimum of 10 vCPUs and a memory of 32 GiB is
required.

+ Every time you click plus (+), 10 vCPUs and 32 GiB of
memory gets added.

+ Each VM is allocated 10 vCPUs and a DHCP IP address.

+ vCPU and memory are linked. vCPU must be in multiple of
10 and memory in multiple of 32.
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Create Object Store 4

Object Store Details Show
Summary

Objoct Store Name
Objstore

Domain

Clhuster

EPLABMIineC2

Worker Nodes

Load Balancar [each) Waorker Mode {sach)

4GB 2vCPUS 32GiB 10 vCPUS

b. On the Storage Network page, do the following, and then click Next:

® Storage Network: From the drop-down list, select the storage
network that is used for the internal communication between the
components of an object store.

" Object Store Storage Network Static IPs (2 IPs required): Enter
two storage network IP addresses separated by a comma. These
two IP addresses are required only for AHV.

Note: For ESXi, these two internal IP addresses are not required
and selected automatically from the IPAM range configured for
ESXi networks.
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Create Object Store

Storage Network

Storage Network

DND-Object-Switch 192 168100.0/2: =

It is recommended that the CWM natwork be
een the

used for

various VYMs J/ nodes in the ect Store.

biect Storg Storage Network static IPs (2 Load Balancer 1 Load Balancer 2
I(';':JI'N.JIICdI . v

Object Store will use 5 additional IPs for the § |
nodes f VMs connected to the storage network,
as shown in the diagram.

c. On the Public Network page, do the following, and then click Save &
Continue:

® Public Network: From the drop-down list, select the external cli-
ent access network. This network could be same as the internal
access network and must have at least 4 IP addresses in the
range of usable IP addresses.

® Public Network static IPs: Enter a minimum of 4 external client
access IP addresses separated by a comma, or as a range of IP
addresses. These IP addresses are within the client access net-
work and are used to access the Object Store.
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Create Object Store

v
Public Network i
per———
Pubiic Network
Please Select
k MNet
Pubiic Network static IPs ‘ ‘

l Load Balancer 1 l l Load Balancer 2

Starage Netwark

Worker Node 1 Worker Node 2 Worker Node 3

Before the deployment begins, the pre-check starts and a list of checks
performed is displayed.

Create Object Store

System Requirements Validation

All checks need to pass for object store creation. A L
| |
kS =

WValidatlon Complete

[ .
Done i Fusic Metwar

ok
Download Report ] [ Lood Balancer1

«  Storage network to PE DN

Starage netwerk to PE TCP |
3205 [ i

Starage network to first object
store TCP 5553

«  Storage network DHCP paal
~  PCo PE TCP 2009

PC to storage network TCP
2378

| Click: to camplete the |
i e

< Back plymeat bier [T Save for later

Notes:
" To start deployment, all the pre-checks must be validated.

" |f NTP validation fails between Prism Central and Prism Element,
provide a standard NTP server IP address.

Based on the pre-check result, do the following:
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® |f the pre-checks are validated, click Download Report to down-
load the report, and then click Create Object Store to start with
the object store deployment.

® |If the pre-checks fail, an error message is displayed. Click Down-
load Report to download the report. A Fail status is displayed
next to the check name with a message. To complete the deploy-
ment process, fix the failed checks.

You can view the status of the object store deployment after the
pre-checks are validated.

The Object Store is now created successfully and gets listed under Object Stores
tab.
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How to Generate and Download Access Keys

You can generate access key using the email address. This section provides inform-
ation about how to generate and download access keys.

Note: You cannot share buckets without access keys.

Follow these steps:

1. Log into the Prism Central web console.
2. Navigate to Dashboard > Services > Objects.

3. Click the Access Keys tab.

Wiewing all 1 Onject Stores

Mamo Wersion Domain oy Lisann Leghal Brarity Osjects ailerts MolIscalicns ojects Pusiic IPs

Cmfeect-Sored 3 Bl Y] 3 TOTON KiB 1 100 TIB 1 53 Chzarbled

4. On the Access Keys page, click + Add People.

Mo ane has access, yet

Gancrats sacet and Access key pairs for peaple 50 ey Can accoss Al object sors

Configure Directoros 1AM Replicatian Settings

The Add People window appears.

5. On the Add People page, to add people not in a directory, select the Add
people not in a directory service option, and then do the following:

a. Email Address: Enter the email address of the people.

b. Name (Optional): Type a display name for the user. The display name
can contain up to 255 characters.

Notes:
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® To add multiple people (users), click + Add.

" To delete the added user, click Delete under Action.

Add People X

© AddPeople Generate and Download Keys

Generate Keys for These People
Search for people in a directory service
© Add people not in a directory service

People +Ad

Email Addross Name{Optional) Action

6. On the Generate and Download Keys page, do the following:

a. (Optional) To apply tags to the access keys for key management, select
the Apply tags to keys check box, and then type a name for the access
keys.

Notes:

" |f multiple users are added, the same tag name applies to all the
users.

® You cannot change the tag once applied.

b. Click Generate Keys.
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Add People »

1 Add Peaple e Generate and Download Keys

You've selected one person to generate keys and grant access.
O Apply tag to keys

{ Back Generate Keys

The access keys are generated successfully.

7. To download the generated keys, click Download Keys.

Add People X

1 Add People o Generate and Download Keys

Heads up! If you close the popup or browser before downloading
the keys, you will no longer have access to the keys.

Successfully generated 1 person's keys, RS EESE A0

Close

The keys are downloaded successfully.

Important! If you close the Add People dialog before downloading the keys,
you cannot access the keys later.

8. Save the downloaded keys (Access Key and Secret Key) locally.

9. After downloading the access keys, to return to the Access Keys screen,
click Close.
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10. Click the Object Stores tab, and then save the public IPs displayed under
the Objects Public IPs column.

Objest Stores ACgess Kays wiCenter Managemeant

+  Add Peaphe Configure Directones laM Replication Settings

Wiewing 1 out of 1 total people:
Accass Kay

Kama

The Public IP is required along with the Access Key and Secret Key in the Nutanix
Mine deployment wizard in the Object Store input screen.

reawdm7_7lgehuhdrSiUgigedid B mex
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How to Deploy Nutanix Mine

Arcserve UDP allows to build a dedicated secondary storage solution designed to
protect both Nutanix clusters and legacy IT environments. UDP’s Nutanix Mine
deployment wizard allows you to deploy the Arcserve UDP software products such
as UDP Console, Recovery Point Server (RPS), and Linux Backup Server (LBS) in the
Nutanix cluster environments.

This section contains the following topics:

ReVIEW PrereqUiSites . ... 77
Creating Bootstrap VM .. 78
Checking the DNS Server Reachability from Bootstrap VM ... ... 83
Deploying Arcserve UDP using Nutanix Mine Deployment Wizard ......................... 85
Accessing the Arcserve Home Dashboard and UDP Console ... ............................ 99
Maintenance Troubleshooting ... ... . . .. 101
Locating Mine Deployment Log Files ... ... 104
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Review Prerequisites

Verify that you have completed the following prerequisite tasks:

® Nutanix Prism Element with AOS 5.20 and above is installed successfully.
® Nutanix Objects has been setup and configured appropriately.
® Assigned the DNS Server for hostname resolution.
® Assigned the DHCP server for automatic IP address assignment.
® Bootstrap VM is created in the Nutanix Prism Element.
Note: To download the Bootstrap VM image, click here.

® Windows Server 2019 standard edition ISO is downloaded and made avail-
able on Local VM.

Note: To download the Windows Server 2019 standard edition ISO, see the
How to get the Windows Server 2019 10T ISO File topic in the Installation
guide.

For more information about how to create Bootstrap VM in Nutanix Prism Element,
see How to Create Bootstrap VM.
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Creating Bootstrap VM

This section provides information about how to create Bootstrap VM in the Nutanix
dashboard.

Follow these steps:

1. Log into the Nutanix cluster console using Admin credentials.
2. Click the settings icon on the top-right corner.
3. From the left pane, click Image Configuration.
The Image Configuration dialog appears.
4. On the Image Configuration dialog, click + Upload Image button.
The Create Image dialog appears.
5. On the Create Image dialog, do the following, and then click Save:
®" Name: Type a name for the bootstrap image.
" Annotation: Type a description if required. It is optional.
" Image Type: From the drop-down list, select DISK as the image type.

® Storage Container: From the drop-down list, select the default storage
container.

" Image Source: To upload the image, do the following:
a. Select the Upload a file option, and then click Choose File.

b. Navigate to the location where the Arcserve bootstrap VM Disk
image is saved, select the image, and then click Open.
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Croate Image

&

Q From URL

€ Back Cance m

Wait until the image gets uploaded.

6. After the bootstrap VM Disk image is uploaded, go to Settings, select VM,
and then click Create VM.

7. On the VM dashboard, click + Create VM.
The Create VM dialog appears.
8. On the Create VM dialog, do the following:
a. Under General Configuration, specify the following:
®" Name: Type a name for the VM.
® Description: Type a description for the VM. It is optional.

® Timezone: From the drop-down list, select the time zone that you
want the VM to use.

Note: Make sure the Use this VM as an agent VM check box is not
selected as it is not required for bootstrap VM.
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General Configuration

b. Under Compute Details, specify the following:

= vCPU(s): Enter the number of virtual CPUs to allocate to this VM.
The default value is 2.

" Number of Cores Per vCPU: Enter the number of cores assigned
to each vCPU. The default value is 2.

®" Memory: Enter the amount of memory to allocate to the VM.
The default value is 8 GiB (minimum).

Compute Detalls

c. Under Disks, do the following:
1. Click + Add New Disk.
The Add Disk dialog appears.
2. Onthe Add Disk dialog, do the following, and then click Add:

® Type: From the drop-down list, select the type of storage
disk. The default option is DISK.

® Operation: To copy an image that you have uploaded
using image service feature onto the disk, select the Clone
from Image Service option from the drop-down list.

® Bus Type: From the drop-down list, select IDE as the bus
type.
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" Image: From the drop-down list, select the image that you
have uploaded previously to Image Configuration.

Notes:

® The Image field gets populated automatically when
you select the Clone from Image Service option.

= After the image is selected, the Size (GiB) field dis-
plays the size of image automatically and gets dis-
abled.

" Index: From the drop-down list, select the index.

The disk gets added to the VM and appears in the table.
You can edit and remove the disk as needed.

DISE

Clone from Image Sendice

d. For Boot Configuration, retain defaults.

Boot Configuration

© Legacy BIOS

Drafault Boot Crder D-ROM, Disk, Network)

e. For Network Adapters (NIC), to create network interface for the VM,
click + Add New NIC.
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Metwork Adapters (MIC)

The Create NIC dialog appears.

f. On the Create NIC dialog, retain defaults, and then click Add.

Create NI L4 b

The network gets added in the table under Network Adapters (NIC).
You can edit and remove the network as needed.

Note: The bootstrap VM must have at least one NIC added.

g. Verify the details, and then click Save.
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The Bootstrap VM is created successfully and appears in the VM table.

Note: Before proceeding with the Mine deployment process, check the DNS server
reachability from Bootstrap VM. For more information, see Checking the DNS

Server Reachability from Bootstrap VM.

Checking the DNS Server Reachability from Bootstrap

VM

This section provides information about how to check the DNS server reachability

from Bootstrap VM.

Follow these steps:

1. Power-on the Bootstrap VM that you have created and wait until the VM

gets the IP address.

2. Onthe VM table, select the Bootstrap VM that you have created, and then

click Launch Console.
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3. Log into the Mine Bootstrap VM using ssh with the following credentials:
® Username: root
" Ppassword: enOP@618

4. Install the following package before running the nslookup command from
terminal:

yum install bind-utils

5. After the bind-utils package is installed successfully, to check the DNS
server connectivity from Bootstrap VM, follow these steps:

a. Toidentify the DNS server IP address that is being returned, run the fol-
lowing command on bootstrap VM:

nslookup <DNS IP address>

Note: If nslookup fails to return the DNS information/IP address, verify
with IT team for the right DNS information to provide during the Mine
deployment rerun process.

b. Check whether the DNS server is reachable using the nslookup and ping
commands.

c. Check whether the right DNS server IP address is returned.
d. Check the DNS suffix with nslookup result.

6. After the nslookup command returns proper DNS IP/address information, to
log out of the Bootstrap VM, run the following command, and then close
the console window:

exit

7. Start the Mine deployment process.
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Deploying Arcserve UDP using Nutanix Mine Deploy-
ment Wizard

This section provides information about how to deploy Arcserve UDP using Nutanix
Mine deployment wizard.

Follow these steps:

1. Open any browser, and then type the IP address of Bootstrap VM in the
address bar/URL bar in the following format:

https.//<Bootstrap VM IP address>
The home screen of Bootstrap VM opens.

2. On the Nutanix Mine with Arcserve deployment wizard, click Initial Con-
figuration Setup.

NUTANIDI.
arcserve

Nutanix Mine with Arcserve

Q Initial Configuration Setup
Deploy Mutanix Mine with Arcserve

. 7 Maintenance Troubleshooting

\ Troubleshoot Issues In Mutanix Mine with Arcserve

The Nutanix Mine setup screen appears and displays the workflow.

3. Onthe End User License Agreement (EULA) page, read the license agree-
ment carefully, select the | accept the terms of the license agreement
check box, and then click Next.
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End Liser Liconse Agreamant (ELILA) End User License Agreemant (EULA)T
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4. On the Nutanix Cluster Information page, to connect to a Nutanix cluster,
specify the following details, and then click Next:

" Prism Element IP: Enter the Virtual IP address of the Nutanix Prism Ele-
ment.

® Port Number: Enter the port number. The default port value is 9440.
® Username: Type the user name of the cluster administrator.

Note: We recommend creating a separate local account for the
Nutanix Mine deployment wizard. Active directory is not recommended
as it can prevent access to the wizard in case of any issue.

® Password: Type the password of the cluster administrator.
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o
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5. On the Available Nutanix Servers page, review the Nutanix cluster inform-

ation. Additionally, under Storage Container, select a default storage con-
tainer from the drop-down list, and then click Next.

Sovailable Hutanix Senaers

o 000006 8000

Awailable Nutanix Servers
Fenviaw Mutanix Mine with Arcsenve Cluster Information
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Cluster Infomation
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Mode Count - 4
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6. On the Windows ISO Upload page, to upload the Windows server ISO file,
do one of the following, and then click Next:

® |f you want to upload the ISO file from your workstation, do the fol-
lowing:
a. Select the Upload Windows Server ISO File and then click
Upload.

b. Specify the location of Windows 2019 standard ISO image down-
loaded from the Arcserve download link, and then click Open.

€ Open
= tk ; » This PC » Downloads » v earch
Organize « New folder =+ [
) e
@ This PC .
B Desktop anybum
B Documents 17763.737.190906-2324.r55_release_sve_refresh_SERVER_EVAL xt4FRE...
.'- ) = al-test-image.iso
J1 v en_windows_server_2019 updated nov_2020_x64_dvd_S600b05E.iso
VIS
= Pictures
B videos

i Local Disk (C:) = e

File name: | en_windows_server_2019_updated ~ | | Disc Image File (“.is0)

Wait until the upload progress reaches to 100%.

® |f you have already downloaded the ISO file and copied it into the
Image Configuration, click Select Windows Server ISO, and then select
the Window server ISO file from the drop-down list.

Note: For deployment on Nutanix clusters, Arcserve UDP supports only
Windows Server 2019 operating system.
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Windows 150 Upload
Provide Windows soneer 150 ile

Uphoord Windows Soner 120 Sk

Sz ol R delzul-canainer- SHTIETELTRZI3

Windows 150 Upload

Upioad

O Solect Windows Scrdor 50

ef_windows_senver_2019_updated jun_2007_»Ed_duwd_aladfrad

7. On the Network Settings page, specify the following, and then click Next:

Network Name: From the drop-down list, select the network name or
type a new name for the network as needed.

Note: To add a new network, go to Nutanix dashboard.
VLAN ID: Enter the VLAN ID for the network.

Note: If you specify the VLAN value other than 0, make sure to con-
figure the network switches accordingly.

DNS 1: Enter the IP address of the DNS server.

DNS 2 (Optional): Enter the IP address of the second DNS server if
needed.

Specify the Domain Credentials (Optional): Specifies the credentials
for a domain. If you want to add UDP Console + RPS, and additional RPS
systems into the domain, specify the following domain credentials:

+ Domain Name: Enter the domain name.

+ Username: Specifies the user name that has access rights to log
into the domain.

Type the user name in the following format:

89 Arcserve Appliance User Guide



How to Deploy Nutanix Mine

domain\name
+ Password: Type the corresponding password for the Username.

" Additional network for guest processing: To create an additional net-
work for guest processing, select the Additional network for guest
processing check box.

Note: If you want the VMs to be backed up on a different network
other than the Arcserve infrastructure, select the Additional network
for guest processing check box. Creating an additional network is
optional.

Metwork Settings

Configura the required sattings for Arcserve hackup network settings

Mebwark Mame (s Refresh WLAN 1D

BHY Notwark o

o =] DS 2 (Ciptional)
Nebwaork Settings

Specify the Domain Credantials {Optional)

Domaim Mamss

Lisosname Fasswaoed

o
°
o
o

1 Additanal nebwark fof glacst procossing

Note: To reset the network settings, click Refresh.
8. On the Nutanix Object Storage page, do the following, and then click Next:
® Access Key ID: Enter the Access Key ID.
® Secret Key: Enter the Secret Key.

Note: Use the Access Key and Secret Key that is downloaded during the
Object Store deployment.

" End Point: Enter the End Point IP address.

Note: Use the public IP address provided during the Object Store
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deployment.

" Port Number: Enter the port number. The default port value is 80.
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O
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9. On the Arcserve UDP Console & RPS Settings page, do the following, and
then click Next:

Arcsarve UDR Console & RPS Settings o]
Configure e requirnd settngs for backup network
D Consale + RS Sorver

VM Hiot Hamo Sorage n Gl vCPU cong R i GaER) Bactian

wipcomeic w00 z w 8 ot Delote

Winows RIS Sorvorls) + Andnanal BPS Sanver

Ha BPS sorver has beon added
Aurserve UDF Console & RPS Sefings

Linue LES Serveris) +LES Server

Vs Wz S e GE| R worn FAMmEE | o

000000000

g = 2 2 % Eo Dekote

= coee | (D

Modify UDP Console + RPS Server
To modify UDP Console and RPS Server, follow these steps:
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a. Click Edit.
The Add UDP Console & RPS Server screen appears.
b. Under UDP Details tab, change the following settings as needed:

" VM Host Name: Enter a valid host name of the VM that can be
resolved by DHCP.

® Storage: Enter the virtual disk capacity for the VM.

® vCPU: Enter the number of virtual CPUs to allocate to the UDP
Console.

® Core: Enter the number of cores assigned to each virtual CPU.

= RAM: Enter the amount of RAM to allocate to the UDP Console
VM.

® UDP Console Credentials: Specifies the UDP Console credentials
for the Windows admin account. Enter the local administrator
password and then retype the password to confirm.

" Windows Activation (Optional): To activate Windows, provide
the Windows activation key.

Note: If the activation key is not provided, you can activate Win-
dows in a timely manner from the UDP Console Windows OS.

Agd UDP Console & RPS Server
UDP Deqalls  Data Store

i ]

udpconsok: 500 G z 16 8

dedaut-contane-654 341419661

UDP Console Credentials

SAMINEITEN e [r—

Windows Activation (Optional)

c. Under Data Store tab, change the following settings as needed:
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Data Store Name: Enter the data store name.
Bucket Name: Enter the bucket name.

Concurrent Active Nodes Limit to: Enter the number of con-
current active nodes that you want to limit. The default value is
4,

Note: By default, the Enable Deduplication option is enabled.

Deduplication Block Size: Enter the deduplication block size. The
default value is 64 KB.

Hash Memory Allocation: Specifies the amount of physical
memory that you allocate to keep hashes. Enter the memory size
in the range of 1024 MB to 8191 MB.

Size of the HDD: Enter the size of HDD in GiB.

Enable Compression: To enable the data compression settings,
select the Enable Compression check box, and then select the
compression type.

Enable Encryption: To enable the data encryption settings,
select the Enable Encryption check box, type the encryption
password, and then retype the encryption password to confirm.

upbuckot

24000

& Enatdo Comprossion

Add UDP Consola & RPS Server

IDP Detalls  Data Store

jor CMrcseneDatasione

BE304

bon DkArcseneDedupinde:

fhon DiArcsenveDeduptiash

© Sundard Masimum

san

d. Click Save.
Add Windows RPS Server(s)

To add Windows RPS server, follow these steps:
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a. Click + Additional RPS Server.

The Add Windows RPS Server screen appears.

b. Under RPS Server Details tab, specify the following:

VM Host Name: Enter a valid host name of the VM that can be
resolved by DHCP.

Storage: Enter the virtual disk capacity for the VM.

vCPU: Enter the number of virtual CPUs to allocate to the Win-
dows RPS server.

Core: Enter the number of cores assigned to each virtual CPU.

RAM: Enter the amount of RAM to allocate to the Windows RPS
server.

Windows Admin Local Account: Specifies the credentials for
Windows admin local account. Enter the local administrator pass-
word, and then retype the password to confirm.

Windows Activation (Optional): To activate Windows, provide
the Windows activation key.

Note: If the activation key is not provided, you can activate Win-
dows in a timely manner from UDP RPS Windows OS.

ASTbrR WO

Add Windows BPS Soreer

RPS Server Dotails

a0

oo ner e e 0 7 TR

‘Winddows Admin Local ccount

Windows Activation |Oplional)
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c. Under Data Store tab, specify the following:

Data Store Name: Enter the data store name.
Bucket Name: Enter the bucket name.

Concurrent Active Nodes Limit to: Enter the number of con-
current active nodes that you want to limit. The default value is
4.

Note: By default, the Enable Deduplication option is enabled.

Deduplication Block Size: Enter the deduplication block size. The
default value is 64 KB.

Hash Memory Allocation: Specifies the amount of physical
memory that you allocate to keep hashes. Enter the memory size
in the range of 1024 MB to 8191 MB.

Hash destination is on Solid State Drive (SSD): To create the
deduplication datastores such as Data Destination, Index Destin-
ation, and Hash Destination on the SSD storage drive, select the
Hash destination is on Solid State Drive (SSD) check box. The
Size of the SSD field gets populated. Enter the size of SSD in GiB.

Enable Compression: Select the Enable Compression check box
to enable the data compression settings.

Enable Encryption: Select the Enable Encryption check box to
enable the data encryption settings.

Audd Windows RPS Server

s Data Store

ChrcserveDataston:

[0 Hash destination &5 on a Solid State Drive (S50)

U DovArcserveDedupiindex

ton DArcsarveDeduptHash

_| Enable Compression

7| Enable Encryption
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d. Click Save.
Add Linux LBS Server(s)
To add LBS server, follow these steps:
a. Click + LBS Server.
The Add LBS Server screen appears.
b. On the Add LBS Server screen, specify the following:

" VM Host Name: Enter a valid host name of the VM that can be
resolved by DHCP.

® Storage: Specifies the storage capacity for the LBS server. The
default storage capacity is 15 GiB.

Note: For UDP LBS, 15 GiB is allocated by default.
® vCPU: Enter the number of virtual CPUs for the LBS server.
® Core: Enter the number of cores assigned to each virtual CPU.
® RAM: Enter the amount of RAM to allocate to the LBS server.

® LBS Server Credentials: Specifies the credentials for LBS admin
account. Enter the root administrator password and then retype
the password to confirm.

Add LBS Server

LBS Server Details

udplbs 15 Glg 2 2 8

Slorage Conlainer defaull-container-9672678670203

LBS Server Credentials

Specify the credentials for LES admin account

roat

Cance

c. Click Save.

Notes:
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+ By default, the UDP Console is added and the + UDP Console & RPS
Server option is disabled.

+ You cannot add multiple UDP Consoles, but you can add multiple RPS
and LBS servers as needed.

+ You can edit and delete UDP Console, RPS, and LBS servers if required.
If you click the Delete option, you are asked whether you are sure to
remove the corresponding server. Click Delete to confirm.

10. On the Review Configuration Settings page, review the information, and do
one of the following:

" If the information is correct, click Install.

® |f the information is incorrect, to make changes to the settings of the
previous pages as needed, click Previous. Return to the Review Con-
figuration Settings page again, and then click Install.

Review Configuration Settings
Cancdully chock She settings peowided. You can go back 10 prewious steps and make changes f nocessary.

Woto Mamo TG0 fn 685 wCR o R i G iy
penmsio o0 2 " ue
i £ 2 z » 1S Sernr

Hitants Min weh Arcsapreir CHister isfomancn,

M Ml - TSt T8 CORE
Sweage LAy P35 THB e of 704.06. Tl Hyparvmor B

“ancal

The installation begins. A status bar appears and displays the status messages
as the installation progresses.

Note: The installation process typically takes approximately 1 hour 30

minutes to complete. After the installation completes, the Next button is
enabled.

11. To view the installation status, click Next.
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Installation
Please walt while we dupluy the necessauy{.omponomsand C:Jf‘“guft' the Mine cluster

~ Instaltation started
~ udpeonsals VM crasted succassfully

< ud) le - Hash disk

o e WM Powerad

+ udplbs VM created successfully
< udplbs WM Powered on successfully

< UDPCONSOLE Windows Installed successfully

:
:
i
:
:
¢

+ UDPCONSOLE Arcsenve UDP Agent installation completed
~ UDPCONSOLE Arcserve UDP Console installation completed
~ UDPCONSOLE Arcserve UDP Recovery Point Server installation completed

~ Data stora been created

+ LBS udpltrs has been added successiully

~ The data store arcstore0d has been converted successully

12. On the Installation Status page, the following message appears:
Installation process has been completed successfully!

Installation Status

©

Installation process has been completed successiully!

“Vou1 £ Favigate ko NULS mine with ArCsent management conscle by Chcking the link beiow.

hitpsiih ' M4dconsole

Installation Status

After the installation is complete, to view the Arcserve Home dashboard,
which now shows Arcserve information, click the link given on the Installation
Status page.

Arcserve UDP is deployed successfully onto the Nutanix cluster.

Note: To re-register the reverse proxy, see Maintenance and Troubleshoot-
ing.

Cancel m
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Accessing the Arcserve Home Dashboard and UDP
Console
This section provides information about how to access the Arcserve Home dash-

board and UDP Console.

Follow these steps:

1. To view the Arcserve Home dashboard, do one of the following:

® Click the URL that appears on the Installation Status page. For inform-
ation, see Step 12 of Mine Deployment process.

® Log into the Prism Element web console using admin credentials.

2. On the Prism Element Home page, navigate to Prism Dashboard drop-down
list, and then select Arcserve Home.

3. To access UDP Console, on the Arcserve Home dashboard, navigate to Job
Status wizard, and then click any one of the following options:

® Running Jobs
" Completed Jobs
" Failed Jobs

" Incomplete Jobs
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MNUTAMNIDI

arcserve
Mine Cluster Protectian Job Status UD# Alerts and Evants.
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O o
Protected instances
Backup Jobs
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s Running Jobs o
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month
ago
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| FEFEFEELSI P PLELIES 1 1 a month

A new window opens with the UDP Console login page.

4. Log into the UDP Console as an administrator.

arcserve’  UNIFED DATA PROTECTION

(WETT BT T administrator
Password 1

Login

Login with current Windows Credentials(IWA)

Note: Type the same username and password that you have provided during
the Mine deployment process.
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Maintenance Troubleshooting

This section provides information about how to re-register the reverse proxy. You
can repair the existing UDP installation such as modify/re-install the Arcserve
Home dashboard.

Follow these steps:

1. Open any browser, and then type the IP address of Bootstrap VM in the
address bar/URL bar in the following format:

https://<Bootstrap VM IP address>
The home screen of Bootstrap VM opens.

2. On the Nutanix Mine with Arcserve deployment wizard, click Maintenance
and Troubleshooting.

NUTANIDI.
arcserve

Nutanix Mine with Arcserve

ﬁ Initial Configuration Setup
Deploy Mutanlx Mine with Arcserve

b / Maintenance Troubleshooting

Troubleshoot Issues In Mutanix Mine with Arcserve

The Nutanix Mine deployment wizard troubleshooting screen appears and dis-
plays the workflow.

3. On the Nutanix Cluster Information page, to connect to the Nutanix cluster,
specify the following details, and then click Next:

Note: Provide the details of the Nutanix cluster where you have Arcserve
UDP installed.
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Prism Element IP: Enter the IP address of Nutanix Prism Element.
Port Number: Enter the port number. The default port value is 9440.
Username: Type the user name of the cluster administrator.

Password: Type the password of the cluster administrator.

. Madanix Chesler Infommation Mutaniz Cluster Informalion

Specify required infomation for connecting to the Mutanibe cluster

Frizm: Elamenit IP Prrt Mumbssr

| A0

Lisemmamis

P

Re-registration of dashboard will cause the curent dashbeard {if any) b be replaced with the ne
BArcseree Installation details in this cluster do net proceed with this step,

4. On the Re-registration of Arcserve Dashboard page, do the following, and
then click Reinstall:

UDP Server Host Name: Enter the UDP server host name.
Domain Name (Optional): Enter the domain name if required.
DNS 1: Enter the IP address of the DNS server.

DNS 2 (Optional): Enter the IP address of the second DNS server if
needed.
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ﬂ- Re-registration of Arcserve Dashboard

' Reregistration of Arcserve Dashboard

LIDAP Sraesr Hiaed Mams
Mmaln Mams {Optinal

(kS

DG 2 (Cplunal

Previous

5. On the Re-registration Status page, the following message appears:

Re-registration of Arcserve dashboard has been completed successfully!

(1] Reregistration Status
$ Reregistration Status

©

Re-registration of Arcserve dashboard has been completed successfully!

You can navigste bo Nulanks mine with Arcserve management consale by clicking the link below

hitpf 10,5516 699440 cans ole

@ Preaze stow few minutes delay for the console to update changes and restast to reflect the changes.

After the Re-registration process is completed successfully, to navigate to the
Nutanix cluster with Arcserve Management Console, click the link given on
the Re-registration Status page.
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Locating Mine Deployment Log Files

You can find the Mine deployment log files under bootstrap VM in the following loc-
ations:

= /home/ArcServeUDP/deploy_scripts/arcserve.log

Logs about VM's Windows OS installation and UDP installation.
= /home/ArcServeUDP/deploy_scripts/status.log

Logs about image uploads and VM's creation status.
= /home/ArcServeUDP/deploy scripts/log_timestamp.log

Logs about image uploads such as VM's creation status, dashboard setup in-
detail with errors, and information recorded related to deployment.

= /root/.pm2/logs/www-error.log
Logs about the failure requests made with errors from deployment wizard.
® /root/.pm2/logs/www-out.log

Logs about all the requests made from deployment wizard.
Note: To log into the bootstrap VM, use the following credentials:

® Username: root

" Password: enOP@618
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Chapter 5: Activating the N-Series Nutanix Cluster and
Arcserve UDP License

To get the licenses required for N-Series Nutanix Cluster and Arcserve UDP product,

contact Arcserve support.
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Chapter 6: Working with Arcserve N-Series Appliance

Using Arcserve N-Series Appliance, you can create backup plans for Windows,
Linux, and virtual machines. You can also write data to a tape device and create a
virtual standby machine.

This section contains the following topics:

Activate Arcserve Product on the Appliance ... oo 109
Create a Plan Using Arcserve N-Series Appliance Wizard ... .. . ...................... 110
Create a Backup Plan for Linux Nodes . ... ... 111
Create an On-Appliance Virtual Standby Plan .. ... . 112
Create Plan to Backup the Linux Backup Server ... ..o, 113

Chapter é: Working with Arcserve N-Series Appliance 108



Activate Arcserve Product onthe Appliance

Activate Arcserve Product on the Appliance

For activating Arcserve product on the Appliance, see Arcserve Product Licensing

Online Help.
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Create a Plan Using Arcserve N-Series Appliance Wizard

Create a Plan Using Arcserve N-Series Appliance Wiz-
ard

A plan is a collection of steps that defines which nodes to back up and when to back
up. The Arcserve N-Series Appliance lets you create basic plans. Creating a plan
using the Arcserve wizard is a three-step process:

1. Add the nodes you want to protect.

You can select Windows nodes or virtual machines from vCenter/ESX or Hyper-
V Servers.

2. Define the backup schedule.

3. Review and confirm the plan.

Add Nodes to a Plan Specify Backup Schedule Confirm the Plan

In addition to a basic plan, Arcserve UDP lets you create complex plans and control
many parameters from the UDP Console. To create complex plans from the UDP
Console, see the Arcserve UDP Solutions Guide.
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Create a Backup Plan for Linux Nodes

Create a Backup Plan for Linux Nodes

You can back up Linux nodes from the Arcserve N-Series Appliance UDP Console.
The Linux Backup Server is already added to the UDP Console.

Follow these steps:
1. Open the Arcserve N-Series Appliance UDP Console.
2. Click resources, Plans, All Plans.
3. Create a Linux Backup plan.
4. Specify the Source, Destination, Schedule, and Advanced configurations.

Note: For more information about each of the configurations, see How to
Create a Linux Backup Plan in the Solutions Guide.

5. Run the backup plan.
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Create an On-Appliance Virtual Standby Plan

Create an On-Appliance Virtual Standby Plan

Arcserve N-Series Appliance has the capability to serve as a virtual standby
machine.

Follow these steps:
1. Verify and ensure that you have a successful backup plan.
2. Open the Arcserve N-Series Appliance Console.
3. Navigate to the plans and modify the backup plan.
4. Add a Virtual Standby task.
5

. Update the Source, Destination, Virtual Machine configurations.

Note: For more information about the configurations, see How to Create a
Virtual Standby Plan topic in the Arcserve UDP Solutions Guide.

6. Save and run the plan.

Chapter 6: Working with Arcserve N-Series Appliance 112


https://documentation.arcserve.com/Arcserve-UDP/available/8.0/ENU/Bookshelf_Files/HTML/SolG/default.htm#UDPSolnGuide/udp_how_2_creat_vsm.htm
https://documentation.arcserve.com/Arcserve-UDP/available/8.0/ENU/Bookshelf_Files/HTML/SolG/default.htm#UDPSolnGuide/udp_how_2_creat_vsm.htm

Create Plan to Backup the Linux Backup Server

Create Plan to Backup the Linux Backup Server

In the Arcserve N-Series Appliance, you can configure the Linux Backup Server to

backup.

Follow these steps:

1. From Arcserve UDP Console, click the resources tab.

2. Click All Nodes in the right pane.

3. From the center pane, click Add Nodes.

The Add Nodes to Arcserve UDP Console dialog opens.

4. From the Add Nodes by drop-down list, select Add Linux Node.

5. Provide the node credentials and click Add to List.

Add Nodes to Arcserve UDP Console

Add nodes by | Add Linux Node

Mode Name/F Address
SSH Key Authentication

User Name

Password

Non-root Credential

Add Description

Node Name VM Name

Linux-BackupSvr

root

Hypervisor

6. Click Save.

The added Linux node is displayed in the All Nodes list.
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resources

Nodes: All Nodes
B Nodes
All Nodes
Nodes without a Plan
Plan Groups

Actions - Add Nodes

Status  Node Name
Linux Backup Server Groups
Linux Nodes

[ Plans

All Flans

1 Destinations

Recovery Point Servers
Arcserve Backup Servers
Shared Folders

Cloud Accounts

Remote Consoles

Arcserve Clowd

la Infrastructure

Storage Arrays

Instant Virtual Machines
Sites

SLA Proflies

Page 1  of1

linux-backups

Filter = No filer apphed - e 1} Configuration Wizard
Select & node o view the related
details

VM Name Plan

VT

Displaying 1 - 1 0f 1

7. Navigate to All Plans and create an Agent-based Linux plan.

The Source tab appears.

resources

Add a Plan Agent-Based Linux Backup Plan

Task Type

Task1: Backup: Agent-Based
Linux

Source

Linux Backup Server appliance
Node Name WM Haine
Filler volumes Tor backup Excluge
Filesfolders 1o be excluded

Backup: Agent-Based Linux

] Pause this plan Cancel Help

8. From the Add drop-down list, select Select Nodes to Protect in Arcserve

UDP.
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E—
resources

Add a Plan Agent-Based Linux Backup Plan Pause this plan Cancel Help
Task1: Backup: Ageni-Based Task Type Backup: Agent-Based Linux
Line
Source
Linux Backup Server  appliance - m
Add Linux: Node
Filter volumes for baickup Exclide
FilesMolders to ba excluded
The Select Nodes to Protect dialog opens.
9. Protect the added Linux node and click OK.
Select Nodes to Protect
Available Nodes Selected Nodes
Groups Al Nodes (Defaull Groups) v
#| MNode Name VM Name Pian Site Hode Name VM Name Pian Site
] inux-backupsyr Local Site
»
>
£
«
Page 1 of 1 = Displaying 1-1 of 1
Hel “ Canc

The Destination tab appears.

10. The default destination displayed is the data store created using Appliance
wizard. Select Local disk or shared folder to backup the node if required.
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resources

Add a Plan Agent-Based Linu Backup Plan Pausa this plan Save Cancel Help

Task1: Backup: Ageni-Based Task Type Backup Agent-Based Limex
Linux

Destination

Destnation Type Local desk or shared folder ®) Arcsenve UDP Recovery Point Server

Recovery Point Server appkance

Data Store applance_data_ston =

Paszword Pratection L]

Session Password

Confirm Session Password

11. After providing the settings related to plan, click Save.

resources

Plans: All Plans

+ Motny Actions . Add a Plan £3 Configuraion Wizard

All Nodes

Nodes without a Plan Plan Name Naodes Protected Status Select a plan fo view the related

vCenter'ESX Groups Towd ® o delails

Hyper-V Groups

Limux Nodes Agent-Based Linux Backup Plan 1 0 1 (1] @ Deployment Successhul (1)

Linux Backup Server Groups

Plan Groups
4 Plans

All Plans
4 Destinations

Recovery Poini Sarvers

Arcserve Backup Servers

Shared Folders

Cloud Actounts

Remote Consoles

Arcserve Cloud

You can perform backup for the added Linux Backup Server successfully.
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Chapter 7: Performing Nutanix AOS Cluster Expansion

This section contains the following topics:

ReVIEW PrereqUiSites . ... . 118

How to Perform Nutanix AOS Cluster EXpansion ... ... oo, 119
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Review Prerequisites

Review Prerequisites

Verify that you have completed the following prerequisite tasks before performing
the cluster expansion:

" The version of cluster node installed must be same as the version of AOS and
AHV.

® Check the Health dashboard and make sure the cluster is healthy before
adding any nodes. Fix the issue if any health checks fail.

® Make sure the current add node operations are completed, if any.

" Check the Hardware dashboard to make sure all the nodes are in the correct
metadata state. When the Metadata store is disabled on the node or a node
is removed from the metadata store, click Enable Metadata Store.
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How to Perform Nutanix AOS Cluster Expansion

You can add new nodes to a cluster at any time after the nodes are installed and
connected to the network on the same subnet as the cluster. The cluster expansion
process verifies whether the version of AOS installed on existing and new nodes is
same. If the AOS version does not match, the necessary upgrades are performed
for all the nodes to have the same AOS version.

This section provides information about how to perform Nutanix AOS cluster expan-
sion on Prism Element.

To add one or more nodes to an existing cluster, follow these steps:

1. Log into the Prism Element web console using admin credentials.

2. Do one of the following:

® Click the settings icon on the top-right corner, and then select Expand
Cluster.

Settings

o
e

® Navigate to the drop-down list on the top-left corner, select Hardware,
and then click the + Expand Cluster button on the Hardware dash-

S E
Hartware Summary Top Moist by Divk I0FS Wascwace Critical Alaet Vardwace (rent
4 1 & 2
4 Hests Top Hosas by Disk 10 Bandwicin Moge W A2TI0 I weth VLD BTe40680- Tobe-4a5¢ 2a55
TR d
4 L]
42 28 28

The Expand Cluster dialog appears and displays the list of nodes discovered
on the Select Host page.

Note: To discover hosts manually within the same network, do the following:
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a. On the Expand Cluster dialog, click + Discover Hosts Manually.

b. On the Manual Host Discovery page, click + Add Host.

Expand Cluster ?

1. Select Host

Manual Host Discovery

Back

c. Specify the host or Controller VM (CVM) IP address, and then click
Save.

Expand Cluster 4

1. Select Host

Manual Host Discovery

Back

d. Click Discover and Add Hosts.
The node is discovered and added successfully.
3. On the Select Host screen, do the following:

a. Select the checkbox for each node (host) that you want to add to the
cluster. If you do not want to add any node to the cluster, unselect the
checkbox of the corresponding node.

b. For Controller VM IPv4, Hypervisor IPv4, and IPMI IPv4, verify whether
the IP addresses assigned to all the hosts to be added are correct. If
not, change the incorrect IP address as needed.

c. Click Next.
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1. Select Host

B XC740xd2-24 CORE (Serial Number: JWF4853)

=D

~ Controller VM IPv4

~ Controller VM IPvE

=

C‘"‘C‘-'l m

The Configure Host screen appears.

The software detects the hypervisor that is installed on the newly discovered
node and checks whether the hypervisor version matches with the cluster.

Notes:

® |f the hypervisor detected on a newly discovered node has the same
hypervisor and AOS version as the remaining nodes on the cluster, no
re-imaging is required.

® |f the hypervisor does not match, you are prompted to browse for the
hypervisor file on your local computer.

After the file is uploaded, the node is imaged with the hypervisor
required.

4. After providing the CVM, Hypervisor, and IPMI IPs, to check the com-
patibility of newly added node with the existing cluster, click Run Checks.

Expand Cluster ?
1. Select Host 2. Configure Host

Hypervisor(s) Needed

The detected hypervisor on the new node has the same Hypervisor and AOS

version as the rest of the nodes on this cluster. No re-imaging needed.

Back Run Checks | Expand Cluster

The pre-expand cluster checks begin, and displays the status of pre-expan-

sion.
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5. After the pre-expand cluster checks completed successfully, click Expand
Cluster.

Expand Cluster |

1. Select Host

Running Pre-Expand Cluster Checks

S 100 55

Close

Expand cluster operation initialized

—— 100

Pre expand-cluster checks completed

e 100 5

Back Expand Cluster

The Expand Cluster dialog closes and the add node process begins.

After the cluster expansion starts, a progress bar appears and displays the
status of the expansion.

Expand Cluster 2

1. Select Host

Expanding Cluster

[=sam———————— === ]} k.3

C:&sﬂ.e

Expand cluster operation initialized

N 100 7

Pre expand-cluster tests completed

_——————m——a———a—————= 0"

Internal preparation completed

= —— = = — = — _—— = — iG]

Skipping imaging of nodes

N 100 %

Waiting for per node tasks to complete

E— 0%

Notes:

® For more information about the progress of cluster expansion, click
open.
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" Red bar indicates an issue. For more information about the issue, hover
the cursor over the red bar text.

6. To see the newly added node, navigate to drop-down list on the top-left
corner, and then select Hardware.

The Hardware dashboard now displays the existing and newly added hosts on
the cluster.

For more information about the hosts, click the Table tab.
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Chapter 8: Understanding Safety Precautions

This section contains the following topics:

General Safety PreCautions .. ... 126
Electrical Safety Precautions ... .. oo 128
FCC ComplianCe ... 129
Electrostatic Discharge (ESD) Precautions . ... ...t 130
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General Safety Precautions

General Safety Precautions

You must adhere to the following general safety precautions to protect yourself and
to protect the appliance from damage or malfunction:

® For EMI Class A Equipment (Business equipment), this equipment is
registered for Electromagnetic Conformity Registration as business equip-
ment (A) and not home equipment. Sellers or users are required to take cau-
tion in this regard.

ASI|II(ESRESESSAINAT)

oI JlegRENAS)2d N LEE I Il = A 01 AHE
=0l =S=2otAlJlbtetdH,IFE A2 XS0l M ALE ot =
Mo ZeL L

Note: This safety precaution only applies to South Korea. For more details,

contact Arcserve Support at https://www.arcserve.com/support or call
0079885215375 (South Korea).

" Inspect the box in which the appliance was shipped and ensure that there are
no visible signs of damage. If there is evidence of damage, please retain all
packaging materials and contact Arcserve Support immediately at:
https://www.arcserve.com/support.

® Decide on a suitable location for the rack unit that will hold the appliance. It
should be situated in a clean, dust-free area that is well ventilated and free
of clutter. Avoid areas where heat, electrical noise, and electromagnetic
fields are generated.

You will also need it placed near at least one grounded power outlet. Depend-
ing on the model, the appliance includes either one power supply or a redund-
ant power supply and will then require two grounded outlets.

The appliance is only for use in a restricted location.

— Access can only be gained by service persons or by users who have
been instructed about the reasons for the restrictions applied to the loc-
ation and about any precautions that shall be taken; and

— Access is through the use of a tool or lock and key, or other means of
security, and is controlled by the authority responsible for the location.

® Place the appliance top cover and any components that are removed from
the appliance on a table so that you do not accidentally step on the com-
ponents.
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General Safety Precautions

® While working on the appliance, do not wear loose clothing such as neckties
and unbuttoned shirt sleeves, which can come into contact with electrical cir-
cuits or be pulled into a cooling fan.

® Remove any jewelry or metal objects from your body, which are excellent
metal conductors that can create short circuits and harm you if they come
into contact with printed circuit boards (PCBs) or areas where power is
present.

® After accessing the inside of the appliance, close the appliance and secure it
to the rack unit with the retention screws after ensuring that all connections
have been made.
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Electrical Safety Precautions

You must adhere to the following electrical safety precautions to protect yourself

and to protect the appliance from damage or malfunction:

Be aware of the locations of the power on/off switch on the appliance as well
as the room's emergency power-off switch, disconnection switch, or elec-
trical outlet. If an electrical accident occurs, you can then quickly remove
power from the appliance.

Do not work alone when working with high-voltage components.

Power should always be disconnected from the appliance when removing or
installing main system components, such as the Serverboard, memory mod-
ules and the DVD-ROM and floppy drives (not necessary for hot swappable
drives). When disconnecting power, you should first power down the appli-
ance with the operating system and then unplug the power cords from all the
power supply modules in the appliance.

When working around exposed electrical circuits, another person who is
familiar with the power-off controls should be nearby to switch off the
power, if necessary.

Use only one hand when working with powered-on electrical equipment. This
is to avoid making a complete circuit, which will cause electrical shock. Use
extreme caution when using metal tools, which can easily damage any elec-
trical components or circuit boards they come into contact with.

Do not use mats designed to decrease electrostatic discharge as protection
from electrical shock. Instead, use rubber mats that have been specifically
designed as electrical insulators.

The power supply power cord must include a grounding plug and must be
plugged into grounded electrical outlets.

Serverboard Battery: CAUTION - There is a danger of explosion if the

onboard battery is installed upside down, which will reverse its polarities This
battery must be replaced only with the same or an equivalent type recom-
mended by the manufacturer. Dispose of used batteries according to the man-
ufacturer’s instructions.

DVD-ROM laser: CAUTION - this Server may have come equipped with a
DVD-ROM drive. To prevent direct exposure to the laser beam and hazardous
radiation exposure, do not open the enclosure or use the unit in any uncon-
ventional way.

128 Arcserve Appliance User Guide



FCC Compliance

FCC Compliance

This appliance complies with part 15 of the FCC Rules. Operation is subject to the
following conditions:

® This appliance may not cause harmful interference, and

® This appliance must accept any interference received, including interference
that may cause undesired operation

Note: This equipment has been tested and found to comply with the limits for a
Class A digital device, pursuant to part 15 of the FCC Rules. These limits are
designed to provide reasonable protection against harmful interference when the
equipment is operated in a commercial environment. This equipment generates,
uses, and can radiate radio frequency energy and, if not installed and used in
accordance with the instruction manual, may cause harmful interference to radio
communications. Operation of this equipment in a residential area is likely to cause
harmful interference in which case the user is required to correct the interference
at his own expense.
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Electrostatic Discharge (ESD) Precautions

Electrostatic Discharge (ESD) is generated by two objects with different electrical
charges coming into contact with each other. An electrical discharge is created to
neutralize this difference, which can damage electronic components and printed cir-
cuit boards. Devices that are sensitive to ESD, such as Serverboards, motherboards,
PCle cards, drives, processors, and memory cards require special handling. Use the
following precautions to help neutralize the difference of electrical charges coming
into contact with each other, before contact is made, to protect your equipment
from ESD:

® Use a rubber mat that has been specifically designed as an electrical insu-
lator. Do not use a mat designed to decrease electrostatic discharge as pro-
tection from electrical shock.

® Use a grounded wrist strap designed to prevent static discharge.
® Use antistatic or electrostatic discharge (ESD) preventive clothing or gloves.

® Keep all components and printed circuit boards (PCBs) in their antistatic bags
until ready for use.

® Touch a grounded metal object before removing the board from the anti-
static bag.

® Do not let components or PCBs come into contact with your clothing, which
may retain a charge even if you are wearing a wrist strap.

® Handle a board by its edges only. Do not touch its components, peripheral
chips, memory modules, or contacts.

® When handling chips or modules, avoid touching their pins.

® Put the Serverboard and peripherals back into their antistatic bags when not
in use.

® For grounding purposes, verify your appliance provides excellent conductivity
between the power supply, the case, the mounting fasteners, and the Ser-
verboard.
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Chapter 9: Activating Sophos on the Arcserve N-Series
Appliance

This section provides information about how to activate Sophos on the Arcserve N-

Series Appliance manually.

Manually Installing Sophos Intercept X Advanced for Server on Arcserve N-Series

Appliance
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Manually Installing Sophos Intercept X Advanced for
Server on Arcserve N-Series Appliance

The integration of Sophos Intercept X Advanced for Server on Arcserve N-Series
Appliance enables the following:
® Protect data and system backups from ransomware and other attacks

® Endpoint protection that combines signature-based and signatureless mal-
ware detection.

® Deep learning neural network
® Anti-exploit technology
® CyptoGuard anti-ransomware and WipeGuard technologies, and more to stop

the widest range of endpoint threats

Note: If Arcserve Appliances were shipped to you on or after October 15, 2019,
Sophos Intercept X is pre-installed. An email is sent to you as part of the delivery
process and it contains the activation instructions. Otherwise, follow the instruc-
tions given below to manually install Sophos Intercept X.

Follow these steps:

1. On the Arcserve Support Website, create an account.

2. Torequest for a free copy of Sophos Intercept X Advanced, provide all rel-
evant details in the Sophos Request form and submit it to Arcserve Support.
It is mandatory to share the details of Email ID and Order ID. You will
receive an auto-generated email confirmation.

After you confirm your email ID, Arcserve processes your request and creates
an account on the Sophos Central and sends an email with instructions on
how to create a password.

3. To create a password for your new account on Sophos Central, follow the
instructions in the email.

4. Log into the Arcserve Appliances as an administrator or as a user with local
administrative privileges.

Note: For security reasons, do not join the appliances using the Active Dir-
ectory Domain.

5. From your appliance, log into Sophos Central, and then follow step 3 and 4.

6. Open the Product Setup dialog, then select Server Protection.
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Manually Installing Sophos Intercept X Advanced for Server on Arcserve N-Series Appliance

Product Setup

7. From the Server Protection section, click Download Windows Server
Installer, and then save SophosSetup.exe installer to a folder on UDP.

8. To start the installer, open the folder, and then double-click
SophosSetup.exe.

Note: If there are any antivirus products on your appliance, it is recom-
mended to uninstall before starting the installer.

9. Click Install.

SUPHUS Server Frotection Installer

You are about to install the following products.

Inesdallation vall take aboat 10 minites, Oncs stated it canndd be cancalad

Ly Server Protection
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10. To restart your system immediately, click Finish. To restart later, uncheck
the Restart my computer now option.

SUFHOS aerver Protection Iinstaller

o Installation successful

11. To view the protection status, open the Sophos Intercept X interface.

SOPHOS Status vents .

o Your computer is protected

AT

Mahware and PLUAS & Web Tnreats (@) Malicious Behavior
(r) Controlled Hems (&) Mabcious Traffic (&) Explodts

The status indicates that the Arcserve Appliance is secured from ransomware
attacks, malware, web threats, and zero-day exploits.

12. To access Sophos Central, click Admin Login. It allows you to manage
Sophos Intercept X Advanced Server, set alerts and policies, and so on.

Notes:
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+ |t is mandatory to have Internet access in the appliance to install
‘Sophos Intercept X Advanced’ and any related updates. Sophos Inter-
cept X Advanced is cloud based and there are no offline installers avail-
able.

+ |If you have already purchased another appliance previously and have a
Sophos account through Arcserve, use the same account for all your
Arcserve Appliances.

+ |f you already have a Sophos account through any other purchase, such
as directly from Sophos, provide a different email address for a sep-
arate account on Sophos Central.

+ |f the Sophos installation fails for any reason, follow the on-screen or
email instructions that are provided along with the error message.

+ To receive the Sophos Intercept X Advanced for Server updates such as
malware definition updates and version upgrades, you must have a
valid and active maintenance for your Appliance.

For further assistance, please contact Arcserve Technical Support on phone
(+1.844.765.7043) or online, or contact your local Arcserve support office.

Chapter 9: Activating Sophos on the Arcserve N-Series Appliance 135


https://support.arcserve.com/s/?language=en_US




Chapter 10: Troubleshooting

This section contains the following topics:

Unable to Check Prism Central Compatibility with AOS Version .......................... 138
Unable to View Arcserve Home Dashboard in the Prism Element ... ... ... .......... 139
Nutanix Object Store Creation Fails Due to Time OQut Error ... ... .. . . o i iiiiiiiii... 140

Nutanix Mine Deployment Fails Due to Improper User Permissions or Lack of Enough
RESOUICES ... 141

Arcserve Home Dashboard does not Display when the Network Switch or Cluster is

REDOOtEd il 142
Unable to Access the UDP Management Console Ul from Qutside the UDP Console

UM 143
Nutanix Mine Deployment Fails Due to UDP VM Status Error ... .. ..................... 144
Nutanix Mine Deployment Fails Due To DNS Error ... 145
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Unable to Check Prism Central Compatibility with AOS Version

Unable to Check Prism Central Compatibility with
AOS Version

Symptom

On the Prism Element home page, when you click Register or create new under
Prism Central wizard, the Prism Central dialog appears and displays the following
message under Available versions field:

No compatible versions for deployment.

Prism Central ? x

Installation Image

Available versions B Show compatible versions

No compatible versions for deployment

Upload installation binary

Back Cancel

Solution
As a workaround, do the following:
1. Check the Prism Central compatibility with AOS version using the following
link:

https.//portal.nutanix.com/page/documents/compatibility-interoperability-
matrix/interoperability

2. Download the compatible Prism Central binaries from the portal.nutanix.-
com site.

3. Navigate to Prism Central wizard, click Register or create new, and then
upload the downloaded .json and .tar files manually.
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Unable to View Arcserve Home Dashboard in the
Prism Element

Symptom

In the Prism Element, Arcserve Home dashboard displays login window and
prompts you to enter the username and password.

Solution

The login window appears due to the connection timeout between the UDP Console
VM and the Prism Element.

As a workaround, to view the Arcserve Home dashboard, enter the login credentials
of UDP Console running in the Prism Element.
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Nutanix Object Store Creation Fails Due to Time Out Error

Nutanix Object Store Creation Fails Due to Time Out
Error

Symptom
Nutanix object store creation fails, and the following error occurs:

Error in deployment.

Time Out

Solution

This error occurs due to the communication or network time-out between the
Prism Element, Prism Central, and NTP servers.

As a workaround, do the following:

1. Log into the Prism Central web console.
2. Navigate to Dashboard > Services > Objects.

3. To delete any failed Object Store, select the check box as needed, go to the
Actions drop-down list, and then click Delete.

A confirmation message appears.
4. Click Confirm to delete.

5. After successfully deleting the failed Object Store, re-initiate the Object
store creation. To create the Object Store, see Deploying the Nutanix

Object Store.

The Object store is created successfully.
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Nutanix Mine Deployment Fails Due to Improper User
Permissions or Lack of Enough Resources

Nutanix Mine deployment fails and displays the following error:
Prism V2 post API call failed for: vms
Symptom

During the Nutanix Mine deployment process, the deployment fails and displays the
following error:

Prism V2 post API call failed for: vms
Solution

This error occurs due to improper user permissions or lack of enough resources in
the cluster to continue the deployment.

As a workaround, do the following:

1. Check whether the provided user has Cluster Admin role assigned in the
Nutanix Prism Element.

2. Re-run the Mine deployment process with updated user credentials.
3. Check whether the Nutanix Prism Element cluster has enough resources to

create the UDP Console, RPS and LBS VMs without any issues.

The Nutanix Mine is deployed successfully.
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Arcserve Home Dashboard does not Display when the
Network Switch or Cluster is Rebooted

Symptom:

When the network switch or cluster is rebooted, Arcserve Home dashboard does
not display in the Prism Element.

Solution:
As a workaround, re-install the Arcserve Home dashboard in the Prism Element.

For more information about how to re-install Arcserve Home dashboard, see Main-
tenance Troubleshooting.
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Unable to Access the UDP Management Console Ul from Outside the UDP Console VM

Unable to Access the UDP Management Console Ul
from Outside the UDP Console VM

Symptom

When you click the Yes option on the Network dialog populated for the first time
after the deployment of UDP Console VM, the Windows automatically block pre-
viously opened UDP ports. As a result, the Windows firewall ports get blocked.

Solution

As a workaround, to access the UDP Management Console Ul from outside the UDP
Console VM, open the following UDP ports in firewall, which are required to per-
form backup and other jobs when you have a LAN environment:

" 8014
® 8015

For more information, see Communication Ports Used by Arcserve UDP.
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Nutanix Mine Deployment Fails Due to UDP VM Status Error

Nutanix Mine Deployment Fails Due to UDP VM
Status Error

Nutanix Mine deployment fails sometimes and displays the following error:
Unable to get UDP VM status.
Symptom

During the Nutanix Mine deployment process, the deployment fails sometimes and
displays the following error:

Unable to get UDP VM status.
Solution

This error occurs due to an issue with the UDP Console windows installation, or IP
address issue with DNS server.

As a workaround, do the following:

1. Check the UDP Console VM status in the cluster and see whether the
deployment fails due to wrong product key or network communication
issue. If an incorrect Windows product key was entered, provide the right
product key during the subsequent Mine deployment process.

2. After checking the UDP console VM status, clean-up existing UDP Console
and UDP LBS VMs in the Nutanix Cluster.

3. Re-run the Mine deployment process.

The Nutanix Mine is deployed successfully.
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Nutanix Mine Deployment Fails Due To DNS Error

Nutanix Mine deployment fails sometimes and displays the following error:
Failed to proceed with the Installation, failed to resolve the DNS.
Symptom

During the Nutanix Mine deployment process, the deployment fails sometimes and
displays the following error:

Failed to proceed with the Installation, failed to resolve the DNS.
Solution

This error occurs due to an improper communication with the local DNS server
while connecting with UDP Console VM for executing remaining tasks.

As a workaround, do the following:

1. Log into the Mine Bootstrap VM using ssh with the following credentials:
® Username: root
" Password: enOP@618

2. Install the following package before running the nslookup command from
terminal:

yum install bind-utils

3. After the bind-utils package is installed successfully, to check the DNS
server connectivity from Bootstrap VM, follow these steps:

a. To identify the DNS server IP address that is being returned, run the fol-
lowing command on bootstrap VM:

nslookup <DNS IP address>

Note: If nslookup fails to return the DNS information / IP address,
verify with IT team for the right DNS information to provide during the
Mine deployment rerun process.

b. Check whether the DNS server is reachable using the nslookup and ping
commands.

c. Check whether the right DNS server IP address is returned.
d. Check the DNS suffix with nslookup result.

e. Ping the UDP Console VM from bootstrap VM and check whether the
UDP Console VM responds to ping request.
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f. To check the network connectivity of UDP Console from bootstrap VM,
run the following command:

ping udpconsole

Note: If ping request fails to resolve the udpconsole IP address, verify
with IT team for right DNS server information to provide during the
Mine deployment rerun process.

4. Based on the results of nslookup and tracert udpconsole commands, clean-
up existing UDP Console and UDP LBS VMs in the Nutanix Cluster.

5. Re-run the Mine deployment process.

The Nutanix Mine is deployed successfully.
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Chapter 11: Arcserve Appliance Return Policy

A valid RMA (Return Material Authorization) number is required to return a
product to Arcserve. Contact the Arcserve Technical Support department to obtain

an RMA number. Refer to arcserve.com/support to contact customer care. Support

team can inform where to send the RMA data.

Returns are subject to a re-stocking fee of 10%. Exceptions are:

1. If an order was fulfilled incorrectly, Arcserve will accept RMA and provide
full credit.

2. If a defective item is returned within 30 days, Arcserve will accept RMA
and provide full credit.

3. If there are hardware technical issues that are unresolved by support after
a reasonable period of time to resolve, Arcserve will accept RMA and
provide a hardware swap for a unit of equivalent value.

Information needed for the RMA request:

Product serial number (located on the back of the appliance)
Arcserve Order Number

Partner contact name

Partner phone number

Partner Email address

Customer contact name (if available)

Phone number (if available)

Email address (if available)

Description of problem and any troubleshooting already performed.

Shipping service requested and shipping address.

The RMA number must be clearly marked on the outside of the packaging. All

RMAs must be shipped using adequate packaging. All RMAs should be shipped

using a reputable carrier that offers package tracking and insurance. Any shipping
damage or lost RMAs is the responsibility of customer.
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